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Abstract 

A method for conceptual clustering of a collection of 
texts represented with conceptual graphs is presented. 
It uses the incremental strategy to construct the clus-
ter hierarchy and incorporates some characteristics 
attractive for text mining proposes. For instance, it 
considers the structural information of the graphs, 
uses domain knowledge to detect the clusters with 
generalized descriptions, and uses a user-defined 
similarity measure between the graphs. 
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1   Introduction 

Text mining has emerged as a new research area of 
text processing. It is focused on the discovery of new 
facts and world knowledge from large collections of 
texts that – unlike the problem of natural language 
understanding – do not explicitly contain the knowl-
edge to be discovered (Hearst, 1999). The goals of 
text mining are similar to those of data mining: for 
instance, it also attempts to find clusters, uncover 
trends, discover associations and detect deviations in 
a large set of texts. Text mining has also adopted 
techniques and methods of data mining, e.g., statisti-
cal techniques and machine learning approaches. 

The general framework of text mining consists of 
two main phases: a pre-processing phase and a dis-
covery phase (Tan, 1999). In the first phase, the free-
form texts are transformed to some kind of semi-
structured representation that allows their automatic 
analysis, and in the second one, the intermediate 
representations are analyzed and some interesting and 
non-trivial patterns are hopefully discovered. 
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Many of the current methods of text mining use 
simple and shallow representations of texts. On one 
hand, such representations are easily extracted from 
the texts and easily analyzed, but on the other hand, 
they restrict the kind of discovered knowledge. 

Recently in all text-oriented applications, including 
text mining, there is a tendency to start using more 
complete representations than just keywords, i.e. 
representations with more types of textual elements. 
In text mining, for instance, there is the belief that 
these new representations will expand the kinds of 
discovered knowledge (Hearst, 1999; Tan, 1999). 

In this paper, we propose a text mining method that 
uses conceptual graphs (Sowa, 1984) as the interme-
diate representation of texts1. To achieve this goal, 
two problems are central: (1) the transformation of 
texts into conceptual graphs and (2) the automatic 
analysis of a collection of these graphs. This paper is 
not concerned with the first problem – the construc-
tion of the conceptual graphs is studied elsewhere 
(Sowa and Way, 1986; Baud et al., 1992; Myaeng 
and Khoo, 1994; Montes-y-Gómez et al., 1999); 
rather, it concentrates on the conceptual clustering of 
a set of conceptual graphs, and thus in the discovery 
of all their regularities.2 

There are two well-known methods for the concep-
tual clustering of conceptual graphs (Mineau and 
Godin, 1995; Bournaud and Ganascia, 1996). The 
method described here, just like these two methods, 
follows an unsupervised learning strategy that incre-
mentally builds a cluster hierarchy from the concep-
tual graphs. Additionally, this method incorporates 
some features that make it attractive for the text min-
ing purposes. For instance, (1) it considers all struc-
tural information of the conceptual graphs; (2) it 
builds the cluster hierarchy emphasizing the interests 

                                                        
1 In this paper, a text may refer to a sentence, a paragraph 
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of the end-users; and (3) it uses domain knowledge, 
e.g. a thesaurus and some is-a hierarchies. 

The rest of the paper is organized as follows. Sec-
tion 2 briefly describes our approach for the compari-
son of two conceptual graphs. Section 3 defines the 
cluster hierarchy and also presents the incremental 
procedure for its construction. Finally, section 4 dis-
cusses some conclusions and future work. 

2   Comparison of Conceptual Graphs 

In order to cluster conceptual graphs, a means for 
comparing them is required. We have proposed a 
knowledge-based-user-oriented method for the com-
parison of two conceptual graphs (Montes-y-Gómez 
et al., 2000; Montes-y-Gómez et al., 2001). This 
method uses a thesaurus and some is-a hierarchies in 
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Figure 1.  Different overlaps of two conceptual graphs 
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Figure 2.  A small set of conceptual graphs 
 



 
 

the construction of the cluster hierarchy. The use of 
this kind of information allows the identification of 
non-exact and generalized similarities. 

Basically, this method builds a description of the 
similarity of the two graphs, and also obtains a meas-
ure of it. The description of the similarity is just an 
overlap of the graphs, i.e., a set of all their common 
but compatible generalizations.3 
The similarity measure indicates the relative impor-
tance of one overlap with respect to the original 
graphs. It is defined as a combination of two values: 
the conceptual similarity and the relational similarity. 
The conceptual similarity depends on the common 
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lap between the graphs, that producing the greatest simi-

larity measure is selected. 

concepts of the two graphs, i.e, on how similar the 
entities, actions, and attributes mentioned in both 
conceptual graphs are. While the relational similarity 
expresses how similar the relations among the com-
mon concepts in the two conceptual graphs are, i.e., it 
indicates how similar the neighbors of the overlap in 
both original graphs are. 

The similarity measure is computed in accordance 
to the user interests and is defined as follows: 

( ) ( )rcAVEji iiwwwfGGsim ,,,,, = . 

Here wE, wV, wA are the importance of the entities, 
actions and attributes respectively, ic indicates the 
importance of the conceptual similarity and ir the 
importance of the structural similarity. The value of 
these parameters is restricted by the conditions: 

0,, >
AVE

www  and 1=+
rc
ii . 
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Figure 3. Conceptual clustering of the set of graphs 
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Figure 4.  Incorporation of a new graph to the hierarchy 
 



 
 

Adjusting all these parameters, the method of com-
parison may be easily adapted to the different user 
specific discovery purposes. For instance, Figure 1 
illustrates the comparison of two simple conceptual 
graphs; one indicating that Gore criticizes Bush, and 
the other that Bush criticizes Gore. These graphs 
have two possible overlaps O1 and O2. When the 
structural information is emphasized (ir > ic), then O1 
is considered the best description of the similarity (it 
expresses that a candidate criticizes another candi-
date), while when the conceptual information is 
stressed (ic > ir) then O2 is a better description of it. 

This overlap expresses that both graphs mention 
Bush, Gore and the action of criticize. 

3   Clustering of Conceptual Graphs 

In order to find all the regularities of a given set of 
conceptual graphs, we use a conceptual clustering 
method. This method – unlike the traditional cluster 
analysis techniques – allows not only dividing the set 
of graphs into several groups, but also associating a 
description to each group and organizing them into a 
hierarchy. The resulting hierarchy is not necessarily a 
tree or lattice, but a set of trees (a forest). This hierar-
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chy is a kind of inheritance network, where the lower 
nodes indicate specialized regularities and the upper 
ones suggest generalized regularities. For instance, 
the hierarchy of Figure 3 expresses the conceptual 
clustering of the small set of graphs of Figure 2. 

Formally, each node hi of the cluster hierarchy is 
represented by a triplet4 (cov(hi), desc(hi), coh(hi)). 
Here cov(hi), the coverage of hi, is the set of graphs 
covered by the regularity hi; desc(hi), the description 
of hi, consists of the common elements of the graphs 
of cov(hi), i.e., desc(hi) is the overlap of the graphs 
covered by hi; coh(hi), the cohesion of hi, indicates 
the less similarity among any two graphs of cov(hi), 
that is: 

( ) ( ) ( )ijiiji hcohG,GsimhcovG,G ≥∈∀ ,  

In this hierarchy, the node hi is an antecessor of the 

node hj (hj < hi) if and only if: cov(hj) ⊂ cov(hi), 

desc(hj) < desc(hi) and coh(hj) ≥ coh(hi). 

3.1 Construction of the cluster hierarchy 

Given a set of conceptual graphs, the construction of 
their cluster hierarchy is based on an incremental 
method. This method considers all the structural 
information of the conceptual graphs, and also uses 

                                                        
4 This notation was adapted from (Bournaud and Ganascia, 

1996); where each node hi was represented by a pair 

(cov(hi), desc(hi)). 

the similarity measure among the graphs in order to 
emphasize the user interests. 

In general, the incorporation of a new conceptual 
graph Gi into the hierarchy is done in two steps (see 
Figure 4). In the first step, a node covering only the 
new graph ({Gi}, Gi, 1) is added. In the second step, 
all the regularities related to the new graph are identi-
fied. These new regularities are added to the hierar-
chy in a bottom-up manner, i.e., each top-level node 
is formed by the combination of two nodes of a lower 
level. For instance, the node hn of Figure 4 (b) was 
constructed from the nodes ho and hl. In this case, the 
node hn was defined as follows: 
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Here, the function match(Gi,Gj) returns the best 
overlap – for the user purposes – of the graphs Gi and 
Gj, and sim(Gi,Gj) computes their related similarity 
measure. 

Also, when a new regularity is added to the hierar-
chy, all the duplicated regularities are deleted. For 
instance, if desc(ho) = desc(hn), then the node ho is 
deleted; while if desc(hl) = desc(hn), then the node hl 
is eliminated. 

The process of construction of the hierarchy in Fig-
ure 3 is illustrated in the Figure 5. In this figure, the 
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Figure 6.  A different cluster hierarchy 
 



 
 

highlighted nodes correspond to the last-iteration 
hierarchy, and the rest of the elements indicate the 
comparisons done at the current iteration.  

This example mainly shows the direct dependence 
existing between the construction of the cluster hier-
archy and the comparison of conceptual graphs. This 
relation defines the conceptual clustering as a knowl-
edge-based-user-oriented process. This means that 
the use of different knowledge bases (e.g. is-a hierar-
chies) and the setting of distinct user purposes (as 
different similarity measure parameters) may produce 
different cluster hierarchies.  

For instance, the cluster hierarchy of Figure 6 is ob-
tained when the conceptual similarities are stressed 
instated of the structural ones. In this figure, the high-
lighted nodes indicate the differences with the initial 
hierarchy (see Figure 3). 

4   Conclusions and Future Work 

We have presented a method for conceptual cluster-
ing of a collection of texts represented as a set of 
conceptual graphs. This method follows a traditional 
incremental strategy for the construction of the clus-
ter hierarchy, but also incorporates some attractive 
characteristics for text mining proposes. For instance: 

1. Considers all structural information of the 
graphs. This is a consequence of the method for 
the comparison of conceptual graphs (refer to 
[6,7]). 

2. Uses domain knowledge. This basically allows 
the detection of clusters with generalized de-
scriptions. 

3. Uses the similarity measure of the graphs in 
order to emphasize the user interests during the 
hierarchy construction. 

These characteristics allow incrementing the ex-
pression power of the clustering and the flexibility of 
it construction. Also, they define the conceptual clus-
tering of the graphs as a knowledge-based and user-
oriented process. 

The resulting cluster hierarchy is an interesting dis-
covery for two main reasons. On one hand, it indi-
cates the implicit structure of the set of graphs (texts). 
On the other hand, it constitutes a kind of structured 
abstract of the set of graphs, which seems to be useful 
for the discovery of other kind of hidden patterns. 

Some tasks for future work are: (1) the identifica-
tion of the most important nodes of the hierarchy, i.e., 
the most interesting regularities in accordance with 

the user interests; (2) the discovery of association 
rules and contextual deviations using the cluster hier-
archy as a special kind of index of the collection. 
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