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Abstract—Recent studies show that concept-based approachies
opinion mining perform better than more canonical methods
based on keyword spotting or word co-occurrence figuencies.
SenticNet 1.0 is one of the most widely used pubificavailable
resources for concept-based opinion mining. It give polarity
scores for a large number of single- and multi-wordcommon
sense concepts. However, developing high-quality iapn mining
and sentiment analysis systems also requires affec
information associated with the concepts. In this wark, we
present a methodology for enriching SenticNet conpgs with
affective information by assigning to them an emotin label. The
created resource is freely available for academicse.

Keywords—SenticNet, Sentic computing, Sentiment analysis,

opinion mining, emotion lexicon, WordNet-Affect

I. INTRODUCTION

The Internet contains important information on utser’'s
opinions and sentiments. The extraction of suchrucsired
web data is known as opinion mining and sentimealyais,
a recent and explosively growing research field elid
employed by the industry for purposes such as miake
customer service, and financial market prediction.

A number of lexical resources have been developatieé
past few years for different opinion mining taskeg.,
WordNet-Affect (WNA) [1] and SentiWordNet [2], thgh
most of them are rather incomplete and noisy. Iriqadar,
SenticNet [3] is a concept-based resource contibify32
single- or multi-word concepts along with a quaatbite
polarity score in the range from —1 to +1; e.gggravation
—0.925;accomplish goal+0.967;December+0.111.

for the concepts. Since the WNA's vocabulary is adina
subset of that of SenticNet, the task was to autically
extend the emotion labels from WNA to the
SenticNet's vocabulary.

On the one hand, the obtained resource can be dias/an

extended WNA, and the proposed methodology can be

applied to extend WNA or similar resources thatvje
emotion labels for concepts. There are a large beunof
applications of WNA ranging from social, economjcahd
commercial to health care, political, and governtakuases.

For example, a company needs to know what emotlons
customers express in the reviews of its productse t
improvements thus made to the products translatéoiin
better income for the businesses and better qualitife for
the consumers. A political party or government setedknow
the emotions prevailing in the press materialstedlao its
actions; the improvements in decision-making teatt from
such analysis represent more efficient democraegnatracy
in real time, in contrast to elections as a mednsuaishing
bad governors when it is too late or giving credia party’s
promises when it is too early to judge.

In all such applications, a larger resource willegimore
precise and reliable results because more wordgshin
analyzed texts will contribute emotion labels te hatistics.

It is more interesting, on the other hand, to vidve
obtained resource as SenticNet augmented with taféec
labels. Such a resource will give rise to a ranfenavel
applications combining the polarity information rino
SenticNet with the affective information that wevleaadded

However, it is often desirable to have a more cetepl to it. In this way, a company could obtain inforinat on
resource containing affective labels for the coteemd not which products or features the customers like ahithvthey

only polarity scores. Currently the main lexicaboarce for
emotion detection in natural language texts is WNMAjch

do not (polarity) and information on the specifimaions
they feel with respect to them (affect): are tl)RPRISEd,

assigns emotion labels to words, ewrath: ANGER, nausea ANGER-ed, orJov-ful with the product.

DISGUST, triumph Jov. It is, however, rather small, and gives What is more, polarity information can be used as a

only qualitative affective information—an emoticabkl—but
not quantitative information on the intensity oktemotion:
e.g.,sulkandoffendhave the same emation label in WNA.

measure of degree of the corresponding emotiontevidath
sulk andoffendhave the same emotion lal@lGER in WNA,
sulk has polarity —0.303 in SenticNet aoffend—0.990; thus

Our goal was to create a resource resulting frooffendis strongeraNGer than sulk is. This information is

rest of

automatically merging SenticNet and WNA, i.e., @ning important for weighted emotion detection. For ex@mp
both SenticNet polarity scores and WNA emotion gai&s consider the following review of a phonehé keyboard is
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comfortable (+0.120, Joy) and the interface is amicable [ll. LEXiICAL RESOURCESJSED

(+0.214, 30v), but the color is queasy-0.464,DISGUST).”  The main aim of this work is to assign WNA emotion
While it has twoJoy words and only on@®ISGUST word, |apels to SenticNet's concepts. For this, we useigervised
weighting the labels by the polarity score indisatbat the machine learning approach. The intuition behind #giproach
main emotion felt by the customer was rathisGUST. _is that words that have similar features are smiilaheir use
In this paper we describe a methodology to aut@allfi ang meaning and, in particular, are related withilar

assign emotion labels to SenticNet concepts. Wimetiaa emotions. This allows us to extend the emotion liafi®m
classifier on the subset of SenticNet conceptsgmtea WNA. he seed words for which they are known from WNAvrds
As classification features, we used several consipilarity apsent from WNA that share features with the seadisy
measures, as well as various psychological feamvedable |t s important in this respect to select linguistly relevant
in an emotion-related corpus. Of various classifiere tried, features, which we extracted from various relevaett
the highest accuracy was obtained with Support &fecCtorpora and dictionaries. In this section, we dbscithe

Machine (SVM). _ corresponding lexical resources. In addition, wedustandard
This work lays the foundation for a new concepelev asgurces such as WordNet 3.0.

opinion mining resource and presents new featuned a

measures for generating such resources. The cresgedrce, A. SenticNet

along with associated programs and other relevatd,ds  As target lexicon and source of polarity informatior our
freely  available for academic use frompolarity-based concept similarity measure, we (BexticNet.
http://www.gelbukh.com/resources/emo-senticnet. This freely available dictionary assigns polariglues, in the
interval from —1 to 1, to single- or multi-word cmapts.

The paper is organized as follows. Section Il giadsrief X 6 ) :
overview of related work; Section 1l describes texical The version 1.0 of SenticNet we used contains 5,732

resources we used; Section IV addresses text mioggissues; CONCEPts, of which 2,690 are multi-word concepty.,e
Section V presents the features used for clastitaSection animate flesh dead persoban harry potterwhy happenOf
VI describes the proposed classification proced@ection tN€ 5,732 SenticNet concepts, 3,303 are found indiet 3.0
VIl shows the evaluation results; Section VIII giveome and 2,429 are not. Of the latter set, most are imolitd
statistics of the developed resource; Section Ixally, CONCePts such agccess internedr make mistakeexcept for
proposes concluding remarks and future work. 68 single-word concepts, suchaginstor telemarketer

B. The WordNet-Affect Emotion Lists

As training corpus, i.e., the source of examplesuged the
WNA lists? provided as part of the SensEval 2007 data. This
dataset consists of six wordlists correspondingkman’s six

asic emotions [10]ANGER, DISGUST, FEAR, JOY, SADNESS

Il. RELATED WORK

All known approaches to opinion mining cruciallypeed
on the availability of adequate lexical resourdest tprovide
emotion-related information. A number of methods toeir

semi-automatic building have been suggested, bath . g
. and SURPRISE see [11] for an overview of different sets of
English [4] and other languages [S][6]. asic emotions proposed in the literature
SentiwWordNet or WNA are the most widely used suck?w propo Co
o The dataset contains 606 synsets, of which alllwatare
resources. They are rather small and are mostlitelihnto .
assigned exactly one label each. If the synsetsbesken

affective information for single words. ) A
Recent research [7] shows that concept-based mimdown into individual concepts, the dataset contsins36

analysis and opinion mining outperform word-basexthods. concepts. .OnIy.63 concepts are multi-word expresstl)e.g.,
This approach relies on polarity and affective infation for with hos_t|I|ty or jump for joy All but 72 concepts (93%) are
common-sense knowledge concepts suchcasmplish goal present in SenticNet vocabulary.

bad feeling celebrate special occasipmwhich are often used C. The ISEAR Dataset

to express viewpoints and affect.

SenticNet is a publicly available affective commsense
resource for sentic computing [7], a new paradigmt t
exploits Artificial Intelligence, Semantic Web, adAdfective
Computing [8] techniques to better recognize, e, and
process natural language opinions over the WebticBéat
was developed through the ensemble applicationraphy
mining and dimensionality-reduction techniques aweittiple
common sense knowledge bases [9]. It has beeniwglor
the development of applications in fields such@sad media
marketing, human-computer interaction, and e-health ! http://sentic.net/senticnet-1.0.zip, downloadedioly 12, 2012.

While SenticNet is much larger than WNA, it doeg nd http://www.cse.unt.edu/~rada/affectivetext/data/
provide the specific emotion labels for the consept this WordNetAffectEmotionLists.tar.gz, downloaded onyJi2, 2012.

. : : 3 http://www.affective-sciences.org/system/files/@$ 36/
Work_ we fill this gap by extending the WNA labets other ISEAR.zip, downloaded on July 14, 2012. See httpaliivaffective-
SenticNet concepts.

sciences.org/researchmaterial

As a source of various features and corpus-baseithsty
measures between concepts, we used the Interrafanaey
of Emotion Antecedents and Reactions (ISEA®Rjtaset [12].

The survey, conducted in 1990s across 37 countries,
consists of short texts called statements, obtaifredh
approximately 3,000 respondents who were instrudied
describe a situation in which they felt a particidanotion. A
statement contains 2.37 sentences on average. dtasetl
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contains 7,666 statements, 18,146 sentences, a@d6d4
running words.

types of similarity measures: those based on léxagsources
such as SenticNet and WordNet and those based on co

For each statement, the dataset contains 40 numericoccurrence of concepts. The intuition behind sintifebased

categorical parameters that give various kindsifrmation,
such as age of the respondent, the emotion félteirsituation
described in the statement, its intensity, etc. iagority of
these parameters are numerical scores with a ganalind 3—
4) number of discrete values expressing differargreles of
the parameter, such as degree of intensity ofriaien.

IV. PRE-PROCESSING ANDI OKENIZING

A number of features we used were based on oca&sen

of the concepts in the ISEAR dataset. For locatimgcepts in
the text we used pre-processing tools from Rapidrisrext

features is that if the distances from two datan{soiin
Euclidian space to a number of other points ardainthen it
is probable that these two points are close to ettwdr.

Given a concept, we treated as independent dimensib
its feature vector the value of each similarity sea
described below, obtained by comparing this givencept
with each other concept in the vocabulary.

1) SenticNet Score-Based Similarity

We define the distance between two SenticNet cda@ep
and b as Dgy(a,b) = |p(a) —p(b)|, where pi) is the polarity

plug-in: for lemmatizing, WordNet lemmatizer was used. Gipecified for these concepts in SenticNet. Thelafity is the

the 5,732 concepts contained in SenticNet, 2,72@ vieund
at least once in ISEAR, either directly or aftenteatizing.

V. FEATURES USED FOFCLASSIFICATION

We extracted from ISEAR a number of statisticaltiess
related with occurrences and co-occurrences of iéett
concepts (we treated multi-word concepts as a esitajten).
We used two kinds of features: those based ondhenpeters
provided in the ISEAR dataset and those based ocious
similarity measures between concepts.

A. Features Based on Parameters Provided in ISEAR
Some of the 40 parameters provided for each statieine

inverse of the distanc&imy (a,b) = 1 /Dsy (a,b).

2) Nine WordNet Distance-Based Similarity Measures

We used English WordNet 3.0 to measure the semantic
distance between two words. WordNet::Similaris/an open-
source package developed at the University of Miptee for
calculating nine different lexical similarity meass between
pairs of word senses. This gave us nine differamilarity
measures.

Since WordNet similarity is defined for specificnses of
words, for each pair of concepts found in WordNet
defined the corresponding similarity as the maximum
similarity between all senses of the first one alidsenses of

ISEAR are not informative for our goals, such ag tHneSecond one.

respondent ID. We used the following 16 parameters:
religion;
country;
General data related to the emotion felt in thaasion
described in the statement: intensity; timing; levity;
Physiological data: ergotropic arousals;
arousals, felt change in temperature;
Expressive behavior data: movement, non-verbaliggti
paralinguistic activity;

Emotion felt in the situation described in the eta¢nt.

father's occupation;

Even for values expressing the degree or intensitya
parameter, we used each value of the degree @nemnly 3—
4 discrete values) as independent feature anddlj@éncy of
occurrences of a given concept under given valughef
parameter as the value of the feature. Namely, efach
occurrence of each concept in a statement of tHeARS
dataset, the corresponding parameters were exdr&cia the
ISEAR dataset, and the data for multiple occurrermiethe
same concept in the whole corpus were aggregatedeature
vector for that concept as the corresponding fregies.

B. Features Based on Similarity Measures

Another kind of feature we used for classificatioas
various similarity values between concepts. We ubed

4 http://rapid-i.com/content/view/181/190, visitedWwmber 3, 2012.

trophdtrop

For the concepts that were not found in WordNeg th
similarity between such a concept and any othecepnwas

Background data related to the respondent: agelegenset to a random value. An alternative would be gifinor
mother’s occupationsome other “not found” category, but this detetiedathe

results by making all such “not found” concepts eap
similar to each other because a huge number ofciciiy
values in their feature vectors.

3) Point-Wise Mutual Information

Point-wise mutual information (PMI) is a similarity
measure based on co-occurrences of two concephgmiite
same sentence. For conceptndb, it is defined as

p(a,b)
H(@) p(b)

wherep(X) is the probability for a sentence in the corpuos t
contain the concept, i.e., the number of sentences whgre
occurs normalized by the total number of senternethe
corpus, ang(x,y) is the probability for a sentence to contain
both x andy, i.e., the normalized number of sentences that
contain botlx andy.

4) Emotional Affinity

We define the emotional affinity between two cortsep
andb in the same way as PMI but at the level of congplet
statements of ISEAR, i.ep(X) in (1) above is defined as the

Sim,,, =log (1)

5 http://www.d.umn.edu/tpederse/similarity.html
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corresponding number of statements instead of seate
normalized by the total number of statements.

While PMI often reflects syntactic relatedness bf t

words—for example, it is high for a verb and itpital object,
or for parts of a frequent multi-word expression—egional
affinity incorporates a wider notion of relatednegghin the
same real-world situation, as well
rephrasing. Since ISEAR statements have strong ienabt
contents and are related with one emotion eads,ptobable
that the words that co-occur in the same ISEARestant are
related with the same emotion.

5) ISEAR Text Distance Similarity
Positional information of the concept tokens in IBEAR

as synonymy and

Table 1: Accuracy obtained with different featuetss data sets,
and classifiers used

Feature set S+W+| S+W

Total data set Snl S

Total data size 2,729 5,732
Labeled data set SninA SnA
Labeled data size 1,202 1,436
Naive Bayes 71.20% 51.23% 53.21%
Multi-layer perceptron 74.12%  55.54% 52.12%
SVM 88.64% 57.77% 59.23%

Table 1 summarizes our experiments with differeattdre
sets, data sets, and classifiers. In this tablesta®ds for
SenticNet, W for WordNet, | for ISEAR, and A for WAN
The S+W+I feature set stands for using the featdersved

statements was also used to measure the similaettyeen ¢ santicNet WordNet. and ISEAR. Only 2,729 apts

concepts. For this, we calculated the average muimim

distance between the pairs of tokens of Senticecepts
that co-occurred in the statements of the ISEARgHt The
similarity was defined as the inverse of the distanf the
concepts did not co-occur in any statement, then
considered similarity between them to be zero.

VI. CLASSIFICATION PROCEDURE

We cast the task as a 6-way categorization taek, as
assigning exactly one of the six WNA emotion laktel®ach
considered concept. We conducted two sets of exgaits. In
one of them we took into account the features tbk¢d on
ISEAR and in the other, we did not use those featur

In the experiments that relied on features based
occurrences or co-occurrences of concepts in tHeARS
statements, only those 2,729 SenticNet concepts weae
found in the ISEAR data (and thus had valid ISEAdRédxl
features) participated in further processing andewfaally
assigned the emotion labels. In contrast, in thgeements
without ISEAR-based features, all 5,732 SenticN&tcepts
were assigned the labels.

Hence, we constructed feature vectors for 2,7295R82
SenticNet concepts, correspondingly. As trainingd st data
we used the intersection between the corresponsitgof
concepts and WNA vocabulary (for which we had tloédg
standard emotion labels); this intersection coedisif 1,202
and 1,436 concepts, correspondingly. For evaluatibe
corresponding set of available labeled data wasiaauty
divided into training and test data, using 66.7%hef set for
training and 33.3% for testing. For constructiontlod final
resource, we used 100% of available labeled datmdming.

Finally, we used various machine learning algorih
trained on the training data to derive the labetstlfiie test or
unlabeled data; see Table 1.

VII. EVALUATION AND DISCUSSION

As a gold standard data for evaluation, we usecems
found in WNA. A label was considered assigned ailygo a
concept if the WNA data assigned the same labtieécsame
concept (in very few cases when the WNA assigned
labels to a concept, we considered our label assgh
correct if our assigned label was one of thoselabels).

in the intersection of SenticNet and ISEAR{S) had valid
ISEAR-based features and thus participated in
experiments. Correspondingly, S+W stands for featectors
not containing features that rely on the ISEAR data.,
Snsisting only of the SenticNet similarity and timéne
WordNet::Similarity measures between the given eph@and
all other concepts in the dataset. All 5,732 Sé&fgtcconcepts
(S) were processed.
Accordingly, as labeled data set we used the iattien of
the total data set with WNA; for ISEAR-based expmmts

this set (Sn | n A) contained 1,202 labeled concepts and for

experiments not relying on ISEAR, 1,436 concepts (8).
SVM showed the best performance, obtaining an acguof
88.64% with the ISEAR-based features. Table 2 shthes
corresponding confusion matrix.

Table 2: Confusion matrix on the test set of 396cepts out of the 1,202
labeled ones (left: true, top: predicted).

Classifiedas: s J s A F D precision recall
SURPRISE 39 4 - - - 1 85% 89%
Joy 3;91 21 3 1 1 91% 90%
SADNESS -1 3521 - — 8% 93%
, ANGER 2 2 3{72 4, 2 90% 85%
FEAR - 3] 163/ 2 91% 91%
DISGUST 2 -1 3 134 85% 83%

Comparing the first and second data columns in g4l
which reports the experiments on the same datawliit
different features, shows that ISEAR-based feataresvery
important for accurate classification in our ta3ke third
column shows that the task would benefit from mdata:
rTi]ncreasing of the training data set improves aagura

In the rest of this paper, we will report the résdbr the
corpus of 2,729 concepts obtained with the ISEARUies.
While experimenting with different subsets of feat) we
observed that similarity-based features performeiteb than
the ISEAR parameter-based features [13]. Indeedilssity
measures identify whether
properties and thus should be placed in the sategay.
SenticNet-based similarity had a positive impadie Tuse
t\%f all available features gave best results botrerwlonly
similarity-based features were used and when
parameter-based features were taken into accou8} [1

IEEE Intelligent Systems 28(2):31-38, 2013. DOI: 10.1109/MIS.2013.4. (C) IEEE. (This file shows a preliminary version that may differ from the final
version.) See http://ieeexplore.ieee.org/xpl/articleDetails.jsp?arnumber=6415892.

those

two concepts have similar

ISEAR



Probably this is because of balancing the two ssurof Based upon the Hourglass model, SenticNet 2 [155d0
information: while similarity measures forced tHassifier to assign one primary emotion and one secondary ematio
place two concepts in a same category or, on thrany, to each SenticNet concept.
separate them, the ISEAR parameter-based featooe&led If we map the six emotion labels used in our redear
affective information on the concept, which helpedssign a (shown above in boldface) to the affective dimensiof the
correct emotion label to it. Hourglass model, themoy and SADNESS are mapped to the

) same dimension, and so d8GER andFEAR. Ignoring these
A. Agreement between Polarity and Labels differences—that is, ignoring the confusion witlhe areas

Even when the emotion label assigned by the algorit marked with dashed line in Table 2—we have a 91.16%
does not coincide exactly with the one presenthim gold agreement with the gold standard in identifying &ffective
standard data, it can share important propertieth wWie dimensions, or 93.5% when all labeled data werd aseboth
correct label and thus can be considered correctome training and test set.
relaxed sense. ) ) . ]
Consideringloy andSURPRISEas positive emotions and theC- Agreement with the Sign of the SenticNet Polasty&

rest as negative, and ignoring the confusion withim areas A possible way of an indirect evaluation of ouraithm
marked with dotted line in Table 2, we observe a7®% on non-WNA data is comparing the polarity of ousigaed
agreement with the gold standard—the WNA data—Iabels (consideringoy and SURPRISEas positive and other
whether the emotion is positive or negative. Her® some labels as negative) with the sign of the polaritgre given in
examples of agreement and disagreement in theifyolsfir SenticNet. Here are some examples:
labels; two labels agree if both are positive othbare

S Concept SenticNet Score  Our Label Agree?
negative: N

better grade -0.185  Jov(positive) no
Concept Gold standard Our label Agree? collect information  —0.309  Jov (positive) no
frustration ANGER neg_ FEAR neg. yes common sense +0.588 SURPR|SE(pOSitiVe) yeS
offensive  DISGUST neg. ANGER  neg.  Yyes dislike -0.917  piscusT(negative) yes
triumph Joy posl SURPRISE pos_ yes eﬁ|C|enCy -0.136 SURPR|S|-E(.pOS|t|Ve) no
favor JoY pOS. ANGER neg. no rescue +0.963  Jov(positive) yes
bored SADNESS = N€g.  FEAR neg.  yes We obtained a 95.30% agreement. Note that sometinees
wonder SURPRISE p0S. JOY pos. yes

disagreement can be attributed to a possible probigth
When we used the whole set of 1,202 labeled examp&enticNet score rather than with our algorithmirathe case

used as both training and test data, agreement98#£9. of better gradeor efficiency

Agreement between our results and the gold standard

affective polarity sign (negative or positive erooli per VIl STATISTICS OFTHE DEVELOPEDRESOURCE

emotion label was as follows: We obtained two resources: one with the use of IBEA

data and the other without it. The former one isltan (2,729

Polarity Emotion label Agree Disagree Total .
Y g g vs. all 5,732 SenticNet concepts) but more accurgdble 1

Positive{ Jov 422 8 8 shows the lower bounds on the accuracy of eachureso
SURPRISE 97 8 8 . .
ANGER 198 3 3 88.64% and 59.23%, accordingly. In the sequel, geuds
| DiscusT 148 10 10 only the former, more accurate but smaller, resmurc
Negativeq o 123 8 8 The resource contains 2,729 SenticNet conceptg aldth
SADNESS 175 2 2 their polarity scores and emotion labels, e.g.:
total 1,163 39 39 Concept Polarity Label
Here, again, by agreement we mean that both labeds annoyed —0.755 ANGER
positive or both negative. birthday +0.309 Jovy
December +0.111 Jovy
B. Agreement with the Hourglass Model feel guilty —0.540 SADNESS
The Hourglass of Emotions [14] reinterprets Plkhi make mistake —0.439  SADNESS
model by organizing primary emotions around four weekend +0.234  Jov

dimensions, whose different levels of activationkeap the Distribution of the concepts per emotion labelssalows:
total emotional state of the mind:

Label Concepts Label Concepts

Sentic level PleasantnessAttention Sensitivity Aptitude ANGER 421 by 718

1 ecstasy vigilance rage admiration DISGUST 334 S\DNESS 426

2 joy anticipation anger trust FEAR 303 SIRPRISE 527

3 serenity interest annoyance acceptance total 2,729

4 pensiveness distraction  apprehensiboredom

5 sadness surprise fear disgust

6 grief amazement terror loathing

IEEE Intelligent Systems 28(2):31-38, 2013. DOI: 10.1109/MIS.2013.4. (C) IEEE. (This file shows a preliminary version that may differ from the final
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IX. CONCLUSIONS ANDFUTURE WORK

SenticNet is an important lexical resource for apin

19

mining and sentiment analysis. We have automayicajbo]
supplied SenticNet with affective labels compatitvéth
WordNet-Affect (WNA), using a machine learning aiigiom.
On a large subset of SenticNet concepts, the acgwhour
algorithm was 88.64%. We used various featuresaeted
from ISEAR, an emotion-related dataset, as weBiaslarity
measures that rely on the polarity data provideSenticNet,
those based on WordNet, and ISEAR distance-basesures, [14)

including point-wise mutual

information, and emaoiib

[11]
[12]

[13]

affinity. The developed resource is currently thegést freely [15]
available dictionary for opinion mining and sentimhanalysis
containing both quantitative polarity scores andlifative

[16]
affective labels.
The main contributions of this paper include the

development of a new resource for opinion miningl an

sentiment

analysis: SenticNet with emotion

information on how ISEAR could be leveraged in tpénion

mining domain, suggestion of various features am@dsures

useful for the task, and a general methodologyefdending
WNA and similar resources.

The work opens a number of directions for futureeegch,

such as using other types of monolingual or mafilial [16]
corpora as a source of features to improve theracglor to

label a greater number of concepts, as well asisheof more

elaborated classification techniques in combinatiwith
syntactic and psychological clues to improve accyrdt is
also interesting to see how ISEAR information omdgs,
country, etc. affects the results.
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