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ABSTRACT

This paper focuses on the task of bilingual clustgrwhich
involves dividing a set of documents from two dffier
languages into a set of thematically homogeneowsig. It
mainly proposes a translation independent approsggécially
suited to deal with linguistically related language In
particular, it proposes representing the documemntspairs of
words orthographically or thematically related. The
experimental evaluation in three bilingual collects and using
two clustering algorithms demonstrated the approjer@ss of
the proposed representation, which results are @ratge to
those from other approaches based on complex ktigui
resources such as translation machines, part-oéspéaggers,
and named entity recognizers.

1 INTRODUCTION

In recent years, due to the globalization phenomertbere is an
increasing interest for organizing and classifyidgcuments from
different languages. In this scenario, documentteling aims to
identify subsets of documents thematically relatedspite of their
source language.

The traditional approach for document clusteringo&sed on the
assumption that it is possible to establish théctop documents solely
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from the frequency of their terms. This basic applois appropriate
for monolingual clustering since all documents msy represented
using the same set of words; nevertheless, in dlimglal situation,
where documents belong to different languages,s ituseless. An
immediate solution to this problem is the applioatof a translation
process which allows to construct a common reptasien for all
documents, and, therefore, to apply any existingteking method.

Even though the translation-based approach is dh@ron strategy
for multilingual document clustering (MDC), thererea certain
linguistically related languages in which it woudd possible to apply a
translation-independent approach. Particularly, refer to languages
that belong to the same linguistic family (like ramce languages), or
that by historical reasons or geographic closeress borrowed a
number of words (as the case of Spanish and Enghsh this kind of
languages, it is possible to construct a joint espntation of their
documents based on words such as common nameggntibgnates
and foreign words

Taking advantage of the above circumstance, in fdper we
explore a translation-independent bilingual clustgrapproach that
represents documents by a set of pairs of relatedisy We mainly
consider two kinds of pairs of related words: ore tbne hand,
orthographically related words such as ‘“presidgmesident” or
“presidente-presidential’, and, on the other hahématically related
words such as “candidato-voters” or “presidentetgas”, which may
be extracted from the contexts of the firsts. Tfeee the main
contribution of this paper is a method for the astion of these kinds
of pairs of words (herein referred as translatissiependent features)
and the evaluation of their usefulness as docuifeantres in bilingual
clustering tasks.

The rest of the paper is organized as follows. i8ec2 presents
some works on multilingual document clustering. tec3 details the
method for the extraction of translation-independeatures. Sections
4 and 5 describe the experimental configuration amdults
respectively. Finally, Section 6 presents our cosions and some ideas
for future work.

1 Common (or cognate) named entities such as “Bardmkn@” which are
equally written in Spanish and English; cognateshsas “presidente” and
“president”; and foreign words such as “softwarkéattis an English word
normally used Spanish.
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2 RELATED WORK

As we previously mentioned, the translation-baspgr@ach is the
traditional strategy for MDC. Methods from this apach differentiate
one from another by the kind of resources they fasdranslation as
well as by the parts of the texts they translateer& are methods that
achieve the translation by means of automatic katinoa machines [3,
6, 7, 13], and methods that use a bilingual thesaar dictionary [12,
14]. Similarly, some of these methods translate wihele documents
[6], whereas some others only translate some spéefwords or parts
of speech [3, 7, 9, 13].

Motivated by the fact that the performance of tirsl of methods is
affected by the quality of the automatic transkatidontalvo et al. [8,
9] proposed a translation-independent clusteringhatk that takes
advantage from the lexical similarities existinglimguistically related
languages. In particular, they proposed using ciegnamed entities as
document features. Their results in a bilingualposr consisting of
documents describing a common set of news evedisaite that this
kind of features leads to good results in bilinglatument clustering.

A possible criticism to the above conclusion miglet that it was
drawn from a restrictive experimental scenario, ieheamed entities
hold a very important role. However, it is expectbdt for other kind
of collections about more general topics, the presef cognate named
entities will be lower, causing the generation glrse document
representations and, therefore, a degradatioreofltistering quality. In
order to tackle this problem, in this paper we js®p to represent
documents by a broader set of orthographicallylamgairs of words,
allowing features such as “presidente-presidentialhich are not a
translation of each other, but show a clear semargiation. In
addition, we propose enriching the representatiprinoluding some
thematically related pairs of words such as “presid-elections”,
which do not present any orthographic similarityt lnay be extracted
from the contexts of orthographically similar paifsvords.

In order to confirm our claims about the robustnafsthe proposed
features, we present an evaluation that considerset bilingual
collections of news reports from the same themadi®gory but that
describe very different events. Somehow, by thjgeexnent, our aim is
to investigate the limits of translation-independératures in the task
of bilingual document clustering.
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3 EXTRACTION OF TRANSLATION-INDEPENDENTFEATURES

As we previously mentioned, our proposal is masipported on the
idea that, for two linguistically related languages pair of words
having a high orthographic similarity tend to maint a semantic
relation, and, in addition, that the contexts ofs words tend to be
similar and thematically consistent.

Based on the above assumptions we designed a médtirod
extracting a set of translation-independent featuf@m a given
bilingual document collection. This method cons&dero main steps.
The first step focuses on the identification of althographically
similar pairs of words, whereas, the second usesetpairs of words in
order to discover others that tend to co-occurhigirt contexts, and,
therefore, that maintain a “possible” thematic tiela

At the end, we represent the documents from thengivilingual
collection using all extracted features, being efectiure defined as a
pair of related wordsag, w,), wherew; is a word from language, and
W, is a word from languade,.

The following two sections describe in detail theraction of both
kinds of features, orthographically and thematicaiklated. Then,
Section 3.3 formalizes the representation of doausby the proposed
set of features.

3.1 Features based on Orthographic Similarity

Given a document collectionD] containing documents from two
different languaged.¢ andL,), the extraction of this kind of features is
carried out as follows:

1. Divide the collection in two setsD¢ and D,); each one
containing the documents from one single language.

2. Determine the vocabulary (i.e., set of differentrd®) from each
language, eliminating the stop words. We mentigs¢hsety/;
andV, respectively.

3. Evaluate the orthographic similarity for each paimords from
the two languagesim,(wOV1, wOV,). In our experiments we
measured this similarity by the quotient of thegénof their
longest common subsequence (LCS) and the lengthhef
largest word. For instance, the LCS of the woragstraliand
(in Spanish) and dustralief (in English) is ‘a-u-str-al-i-n”,
and, therefore, their similarity is 9/11.
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4. Select as candidate features all pair of wond§1;, w0V,)
having an orthographic similarity greater than @egi specified
threshold. That is, we consider that the pair ofdsov, w) is a
candidate translation-independent featusrit,«(w;, w;) = a.

5. Eliminate candidate featuresv( w;) that satisfy one of the
following conditions: simy(W;, W) < simy(WOVy,w) or
Simp(Wi, W) < simy(wi,wiV5). The purpose of this final step is
to select only the strongest relation for each werwiding the
generation of many irrelevant features.

At this point it is important to comment that thiistial step of our
method is similar to other existing approachesaiaiomatic extraction
of cognates [2, 5, 10]. It also determines thetimtaof two words by
their orthographic similarity, however, it extradteese pairs of words
from the own target document collection avoiding tlse of a parallel
corpus or bilingual dictionary. Because of this refateristic, the
proposed method can extract a great number okecklabrds, some of
them incorrect but the vast majority useful for thEDC task. In
particular, it may extract pairs of words that ac¢ cognates in a strict
sense but that maintain some semantic relation asctpresidencia”
(presidency in Spanish) and “president” (in English

In addition to the extraction of a great numberre@fted pairs of
words, this method does not require applying preeg$or POS tagging
or named entity recognition, and, therefore, it rbayeasily adapted to
several pair of languages.

3.2 Features based on Thematic Closeness

As stated in the beginning of Section 3, this sdcatep of the
extraction method is based on the idea that theasBorelatedness of
two words may be calculated according to their dakineighbors.
Therefore, it considers that a pair of words froifiedent languages
(wiOL;, wLy) may be thematically related if they tend to cowrc
with the same set of orthographically similar worde order to
illustrate the idea behind the method considefdhewing example.
Given a bilingual collection formed by documentsSpanish and
English, and once extracted a set of orthographicamilar features
{(presidente, president), (Obama, Obama), ..., (cesmrcongress)}, it
may be possible to assume that the word “elecciofadsctions in
Spanish) and “voters” (in English) are thematicaklyated given that
“elecciones” tend to co-ocurr with words such “pdeste, Obama and
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congreso”, whereas “voters” co-occur with “presifle®bama and
congress”.

The following lines describe the general procesgte extraction of
this kind of features.

Given a collection of documenf3 with documents written in two
different languages, called; and L,, the extraction of thematically
related pairs of words is carried out as follows:

1. Divide the collection in two setsD{ and D,); each one
containing the documents from one single language.

2. Determine the vocabulary (i.e., set of differentre&) from each
language, eliminating the stop words. We menti@s¢hsety/;
andV, respectively.

3. Select the subset of orthographically “equal’ feasu E)
extracted in the previous stp= {(w;, W)|simy(w;, w;) = 1}.

4. Represent each word frobh by a vectow; = <pjy, piz,..., Pigf»
wherep; indicates the number of documents in which ward
co-occurs with one of the words from featjre

5. Compute the similarity for each pair of words frahe two
languages; simy(Wi0V;, wOV,). In our experiments we
measured this similarity based on the vector remtasions
defined in (4) and using the cosine formula.

6. Select as features all pair of wordgL(V;, w,[IV,) having a co-
occurrence similarity greater than a given spettifiereshold.
That is, we consider that the pair of words;, (w) is a
translation-independent featuresifry(wi, W) = S.

3.3 Representation of Documents using the ProposeduFesat

We describe the documents from the bilingual ctitbecD using all
extracted features. In particular, we represent edgcument by a
vector di = <pi1, Pizr..., Pipp, Where py indicates the relevance of
featuref, in documentd;. We compute this relevance based on the TF-
IDF weighting scheme as indicated below.

Considering that featurk; is represented by the pair of wordg,(
W), Wherewy, belong to language; andws, belong to languagke,, pix
is calculated as follows:

#(ka* di 0 Dx)

D
P =THy XIDF = X Iog[#(wlk D )+#(Wk D )J
M1 2k =2
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where #{v, d;) indicates the number of occurrences of the wagd
in document;, #( wy, D,) the number of documents from language Lx
in whichwy occurs, d;| the length of document and P| the number of
documents in the whole collection.

4 EXPERIMENTAL SETUP
4.1 Evaluation Corpora

The document collection used in the experimentssgslection of news
reports from the Reuters Multilingual Corpus Voladd Vol. 2. This
selection includes documents from three languagasiely, Spanish,
English and French, and from 16 different categorieable 2 shows
some numbers about this collection.

It is important to remember that all experimentgavdone using a
pair of languages; therefore, we carried out thyi#egual experiments:
one for Spanish-English considering 922 documeaiter for Spanish-
French considering 955 documents and another fglignFrench with
895 documents.

Table 1. Corpora Statistics

Langua Documen Vocabular Words Phrases
ge ts y per per
without document  document
stop words  (average) (average)
Spanish 491 13437 49.19 3.87
English 431 11169 41.06 3.03
French 464 13076 47.34 3.67

4.2 Clustering Algorithms

Given that our aim was to evaluate the usefulndsth® proposed
features as an individual factor in the task of BW& considered a
common platform for all experiments, which uses shene weighting
scheme for all types of features (TF-IDF), the sainglar measure for
comparing the documents (cosine measure), as weliva different
clustering algorithms.

2 http://trec.nist.gov/data/reuters/reuters.html
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From the vast diversity of clustering algorithmer(& survey refer to
[15]), we decided using the Direct algorithm [4] [feototype-based
approach) and the Star algorithm [1] (a graph-bagguioach) because:

On the one hand, these algorithms impose différgnit restrictions;
while the first requires knowing the number of desclusters, the
second only needs to consider a minimum threshglddr document
similarity.

On the other hand, the Direct algorithm has beewipusly used in
BDC works [8, 9], and the Star algorithm has beecently used in
monolingual document clustering tasks [11].

4.3 Evaluation Measure

The used evaluation measure wasREheeasure. This measure allows
comparing the automatic clustering solution agaé@nstanual clustering
(reference solution). It is traditionally computed described below,
where a value off = 1 indicates that the automatic clustering is
identical to the manual solution, and a valué€ of O indicates that both
solutions do not have any coincidence.

F= %“%max{F(i,i)}

.y _ 2xrecall(i, j)x precisior{i, j)
Fl.1)= recall(i,j)J+ p:)ecisior(i,j)J

In this formula,recall(i,j) = ny/n; andprecisior(i,j) = ny/n;; wheren;;
is the number of elements of the manual cluster the automatic
clusterj, n; is the number of elements of the automatic clysaéedn; is
the number of elements of the manual cluster

5 EXPERIMENTAL RESULTS

In order to evaluate the appropriateness of theqwed representation
we performed three bilingual experiments and carsid two different
clustering algorithms. Tables 2 and 3 shows thelt®sorresponding to
the best experimental configuration indicated by particular
combination of values of (orthographic similarity threshold)? (co-
occurrence similarity threshold) ard (document similarity threshold
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for the Star algorithni) In addition, these tables also include two
baseline results: on the one hand, the result®aetiby a translation-
based method, and, on the other hand, the resolts & translation-
independent approach using cognate named entiseslogument
features [8, 9]. For the first case we used thasteion machine
available from Googfe and applied a document frequencFj
threshold for dimensionality reductiil6], whereas, for the second
we performed the recognition of named entities gishreeLing for
Spanish, Lingpipe for English and Lia_NE for Frehch

The obtained results show that the proposed metbledrly
outperforms the approach considering the use afategnamed entities
as document features; in average, the MAP scoee§ 6% and 8.6%
greater when using the Direct and Star algorithespectively. From
these tables, it is also possible to notice thsiilte from the proposed
method are very similar to those from the transtatiased method,
indicating that our proposal is a competitive altgive when dealing
with bilingual collections from linguistically refed languages, but
having the advantage of not requiring any langyageessing resource
or tool.

Table 2. Results obtained with the Direct clustegfgprithm

. F Best
Languages Experiment measure combination
Using translation 0.21 -
Using translation (with DF) 0.24 DF=5
English- Using cognate hamed _
Spanish entities 0.27 €=0.7)
Using the proposed 0.37 (a=0.6;8=
representation ) 0.9)
Using translation 0.33 -
French Using translation (with DF) 0.34 DF=5
L Using cognate named _
Spanish entities 0.21 @=0.7)
Using the proposed 0.36 (a=0.8;6=

3 We considered the following values for these thotds:a = {1,
0.9,0.8,0.7,0.6},
$=1{1,0.9,0.8}, andr ={0.1,0.2,0.3,0.4,0.5,0.6}.

4www.google.com.mx/language_tools

5 For the experiments we usBé > 1, DF > 5 andDF > 10; the best results
were reached using DF5.

6 These tools are available from the following webitess
http://garraf.epsevg.upc.es/freeling/, http://aliasi.com/lingpipe/,
http://lia.univ-avignon.fr/.
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representation 0.8)
Using translation 0.39 -
Using translation (with DF) 0.40 DF=5
French- Using cognate named _
English entities 025 @=06)
Using the proposed 0.35 (a=0.7;8=
representation ) 0.9)

Table 3. Results obtained with the Star algorithm

Languages Experiment r';easure Best combination
Using translation 0.29 o(=0.1)
Using translation (with DF) 0.30 (DF =5,0=0.1)
Spanish- Using cognate named P
English entities 025 (¢=07,0=0.1)
Using the proposed 0.30 (@=0.7;=0.9;0=
representation ) 0.1)
Using translation 0.25 o(=0.1)
Using translation (with DF) 0.29 DF =5,0=0.1)
French- Using cognate named _ L
Spanish entities 021 (=08,0=02)
Using the proposed 0.30 (¢=0.9;=0.9;0=
representation ) 0.1)
Using translation 0.27 o(=0.1)
Using translation (with DF) 0.31 (DF =5,0=0.1)
French- Using cognate named P
English entities 017 (2=07,0=0.5)
Using the proposed 0.29 (=0.8;=0.9;0=
representation ) 0.2)

From Tables 2 and 3 it may be argued that the meganethod is
sensitive to the selection of the two/three thréhvalues. In order to
clarify the extent of the influence of this selectiin the achieved
results, Table 5 shows the average and the stamfgaidtion of theF
measure for all the experiments using the propeospresentation and
the translation-based approach. These resultsatedtbat the proposed
method obtained better average values as well as #&andard
deviation, allowing to conclude that our methodglightly more robust
than the translation-based approach, or, in otherdsy that all
approaches tend to be similarly sensitive to thkecfen of their
parameters.
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Table 4. Variability of the results using the Stfgorithm (considering all
values ofz, Sandofor our proposal anBF =5 all values obrfor the
translation-based approach)

F measure
Language Experiment Average  Standard
Deviation
Translating all to Spanish 0.16 0.08
Spanish-English Translating all to English 0.17 0.07
Using the proposed representation 0.19 0.05
Translating all to Spanish 0.12 0.07
French-Spanish Translating all to English 0.12 0.07
Using the proposed representation 0.16 0.06
Translating all to Spanish 0.15 0.07
French-English  Translating all to English 0.15 0.07
Using the proposed representation 0.17 0.05

6 CONCLUSIONS ANDFUTURE WORK

In this paper we presented a translation-indeperaimgual clustering
approach that represents documents by a set «f panelated words.
Particularly, we considered two kinds of pairs aflated words:
orthographically related and thematically relateutds.

In spite of the complexity of the task —as demaistt by the
achieved results— the representation based onlatimsindependent
features shown to be an alternative to the trapnskdtased approach.
The results demonstrated that proposed represamiatsuitable for the
clustering task, having the advantage of not dejpgnoin any linguistic
resource. However, it is important to remember thatapplication of
our proposal is limited to linguistically relateginiguages that belong to
the same linguistic family or that by historicabsens or geographic
closeness have borrowed a number of words.

Even though the proposed method may be applieérergl domain
collections, we consider it is more adequate foec#z domain
document sets, where specialized terms are aburadahtend to be
orthographically similar. Regarding this hypothesis future work we
plan to apply our method to this kind of collecsorin addition, we
plan to extend the proposed representation to wéhl multilingual
collections that include documents in more than laguages.
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