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ABSTRACT

A rhetorical structure tree (RS tree) is a repres¢éion of
elementary discourse units (EDUs) and discourseatiahs
among them. An RS tree is very useful to manyptexessing
tasks utilizing relatons among EDUs such as text
understanding, summarization, and question-answerifigai
language with its distinctive linguistic characteiis requires a
unique RS tree construction technique. This arfictgposes an
approach to Thai RS tree construction; it consgdtswo major
steps: EDU segmentation and RS tree constructiao. Aidden
Markov models constructed from grammatical rulese ar
employed to segment EDUs, and a clustering teclenigjth its
similarity measure derived from Thai semantic rukesised to
construct a Thai RS tree. The proposed techniqueasuated
using three Thai corpora. The results show the TRSi tree
construction effectiveness of 94.90%.

Keywords. Thai Language, Elementary Discourse Unit, Rhetbrica
Structure Tree.

1 INTRODUCTION

A rhetorical tree (RS tree) is a tree-likepresentation of elementary
discourse units (EDUs) and discourse relations (ZRs)ng themlt can be

defined as: RS tree = (status, DR, promotion, tafht) where status is
a set of EDUs; DR is a set of discourse relatipnemotion is a subset
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of EDUs; and left and right can either be NULL ecursively defined
objects of type RS tree [14, 16].

Definition of EDU may vary. Some researchers cozisgh EDU to
be a clause or a clause-like [16] excerpt whileerticonsider them to
be a sentence [18] in discourse parsing. A numlbgeahniques are
proposed to determine EDU boundaries for Englistylage such as
those using discourse cues [1, 6, 15], punctuatianks [6, 16], and
syntactic information [16, 18, 19].

Many discourse relations can be used in writingsn&have a single
nucleus such as elaboration and condition whileerstthave multiple
nucleuses such as contrast [13]. A number of tecles for
determining relations between EDUs are proposeth as those using
verb semantics [20] to build verb-based events,ngusicue
phrases/discourse markers (e.g., “because”, “homjesb], and using
machine learning techniques [16].

Chaniak [5] constructs RS trees by using statistteghniques,
taking into account part-of-speech tagging on syntnd using a
corpus like the Penn tree-bank [20] to produceisticél RS trees.
Statistical RS Trees work by assigning probabsitie possible RS trees
of sentences. The probability of an entire RS isethe product of the
probabilities for each of the rules used therein.

Ito, et.al. [10] construct RS trees by using linguistic claes rules
to identify relation types, i.e., clausal-sequernmmjunction, means and
circumstance, and using features of subject and wethe clauses to
predicate adjacent child units of the relations.

For Thai language, Sukvareet.al. [21] purpose a technique to
construct an RS tree by using global and local sipantrees which
makes decisions by discourse markers.

This article proposes a new approach to Thai R® Tomstruction
which consists of two major steps: EDU segmentatod RS tree
construction. Two Hidden Markov models construchemin syntactic
properties of Thai language are used to segmentszBht a clustering
technique with its similarity measure derived freemantic properties
of Thai language is then used to construct a TisairBe.

2 ISSUES INTHAI RSTREE CONSTRUCTION

Thai language has unique characteristics both sictdly and
semantically. This makes techniques proposed foeraanguages not
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directly applicable to Thai language. A numberroportant issues with
respect to constructions of Thai RS trees are dgguliin this section.

2.1 No Explicit EDU Boundaries

Unlike English, Thai language has no punctuatiomksée.g., comma,
full stop, semi-colon, and blank) to determine bioeindaries of EDUs.
Therefore, EDU segmentation in Thai language besoam@ontrivial
issue.

EDU1 DU2 BB
Thai : [wiw2...wmwm+1lwm+2...wnwn+1lwn+2...wo]
English : [wlw2 ... wm],[wm+1wm+2 ... wn];[wn+1 wn+2 ... wo].

Wherew; is a word in text.

2.2 EDU Constituent Omissions

Given two EDUSs, an absence of subject, object mjurwtion in the
anaphoric EDU may happen, such as a situation waeranaphoric
EDU omits the subject that refers back to the dbjédhe cataphoric
EDU. Accordingly, EDU boundaries are ambiguous.

Thai text : “iRauarzaafnivda wszvingalild” (A friend’s
going to borrow this book because she hasn’t been
able to find it.)

1) [SERaW)V(Axaiin)OMiiida)]eou: [ecause Sb)
Thre? - V(W"%alﬂvlﬁ)]EDuz
possibilities -y 15 fau)v(azanfin)OMieda)]cou
[becausep)S@)V(y1ga i) eous
3) [SEHaw)V(zwaiin)O(®)]eou
[becausep)S@iivda)V(M1ga 1] cous

In addition, the absence of subject, object or gséjmn which is a
modifier nucleus of VP especially in the anaph&@2U makes the use
of word co-occurrence alone not sufficient to detfee the relation
between EDU1 and EDU2. For example,

EDU1: dna léiidndeviuanauauss (A court has ordered partition of
marriage properties.)

EDU2: @1 azdsanannisuan @2 16 (@1 can cancel the partition of
®2.)
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In the example, EDU2 omits subject1a” (court) and object

‘Judnsd’ (marriage properties). Therefore, word co-occocee alone
is not sufficient to determine this relation.

2.3 Implicit Markers

The absences of discourse markers in Thai langaisgeften occurred.

In the example below, " (but) is a discourse marker which is
omitted, but the relation between EDUl1 and EDUZsti§ able to
determine.

EDUL: Aalafidndelvuandususs (A court has ordered partition of
marriage property.)
EDU2: ® n3am3adiiiandu (@ a wife or a husband may contest.)

Therefore, considering markers or cue phrases aonet sufficient
to determine the relation between EDUs.

2.4 Adjacent Markers

Given three EDUs with two markers, as shown inékample below,
two RS Trees are possible.

EDUL: Aalafidndelvuandususs (A court has ordered partition of
marriage properties.)

EDU2: usidnnaamzadfiaanAiu (but if a wife or a husband contests,)
EDU3: Aaazdsunidnnisuan’le (the court can cancel the partition.)

The first possibility, EDUL1 and EDU2 relate firsy la discourse
marker ‘is” (but), next (EDU1, EDU2) and EDU3 relate by a kear
“gi1” (if). For the other possibility, EDU2 and EDU3laee first by a
marker ‘61" (if), next that between (EDU2, EDU3) and EDUlate! by
a marker 6" (but).

| EDU1 | | EDU2 || EDU3 | | EDU1 | | EDU2 || EDU3 |

a) The RS tree with “but” applied firstb) The RS tree with “if” applied first

Fig. 1. Adjacent markers issue
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3 STRUCTURES OFTHAI EDUS

A Thai EDU consists of infrastructure and adjunonstituents. The
twelve possible arrangements of Thai EDUs [17]slr@wn in Table 1.

The structure of an EDU “A teacher usually doeskiihk alcohol” is
shown in Fig. 2.

EDU

AIUSTTNANAT LAULRE
(A teacher usually doesn’t drink alcof

1
Infrastructure of senten
I

8|

Adjunct I
Noun Phrase Verh Phras Noun
Phrast

- Nucleus
Auxiliary
I

AINSFINAN A3 “lai fu Wan
usually ateache doesn’ drink alcoho

Fig. 2. Structure of the EDU “A teacher usually sloédrink alcohol.”

4 EDU SEGMENTATION

This section describes the EDU segmentation tecienjgroposed in
this research. To reduce the segmentation amhbéguitaused from
omissions of words or discourse markers, and theea@ances of
modifiers, noun phrases and verb phrases whichcanstituents of
EDUs are first determined, according to the syntgmtoperties of Thai
language. These phrases are then used to identifydaries of EDUSs.

Table 1: The possible arrangements of Thai EDUs.

EDUs Examples Rules
Vi %7 ('m hungry.) NPs-Vi-NPs
S-Vi Wu-nn (It's rain.)
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Vi-S u'lun-Aeu (Are you pain?)
Vt-O #72- 11 (I'm hungry.) NPo-NPs-Vt:NPo
S-Vt-O sa-gu-16n (The car hit the boy.)
O-S-Vit sUit-Su-qudiassy
(I've already seen this photograph.)
Vit-O-| £l 16 k- -a NPs-Vtt-NPo-NP,
(I haven’t given the patient the
medicine.)
S-Vit-O-1 - 1as-1k-gnnina-uy
(Who gave you the sweet?)
O-S-Vit-l  arwdu-lasaz-azndnanu- qaw  NPo-NPs-Vit-NP
(Who would dare to ask you the
secret?) .
[-S-Vit-O  yiy-fl-alvi-1iuil NP-NPs-Vit-NPo
(Niece, | am going to give you this
house.)
N 111 (Auntie) NPy-NPy
N-N fianna-1As (Whose pen is this?)
N-N fianna-1As (Whose pen is this?)

A noun phrase (NP) is a noun or a pronoun andjiauesions which
may function as one of the four Thai EDU constitsenamely subject
(S), object (O), indirect object (Oi) and nomen .(N)he general
structure of a noun phrase consists of five carestits which are: head
(H), intransitive modifier (Mi), adjunctive modifie(Ma), quantifier
(Q), and determinative (D).

A verb phrase (VP) is a verb and its expansiongkvhay function
as one of the three Thai EDU constituents, namefsamsitive verb
(Vi), transitive verb (Vt) and double transitiveriae(Vtt). The general
structure of a verb phrase consists of four caretits which are:
nucleus (Nuc), pre-nuclear auxiliary (Auxl), postlear auxiliary
(Aux2), and modifier (M).

There are twenty five possible arrangements of mhmase and ten
arrangements of verb phrases [17], which are showiable 2.

4.1 Phrase ldentification

To perform phrase identification, word segmentatiod part of speech
(POS) tagging are performed using SWATH [7] whicltr&cts words
and classifies them into 44 types such as commam r(dCMN),

active verb (VACT), personal pronoun (PPRS), d#inieterminer
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(DDAC), unit classifier (CNIT) and negate (NEG). Adden Markov
model (HMM) [11] employs these POS tag categoredétermine
phrases. The model assumes that at timetdtepsystem is in a hidden
statePC(t) which has a probabilitypy, of emitting a particular visible
state of POS tagag(t), and a transition probability between hidden
statesa;:

a; = p(PG(t+1)|PCi(1))- )

by = p(tag)IPG(1)). @)

wherePC(t) is the phrase constituent at time stepndtag(t) is POS
tag at time step

Table 2: The possible arrangements of Thai NPs/&rsl

Noun Phrases Noun Phrases (cont.) Verb Phrases
H-Ma H Nuc

H-Mi-Ma H-Mi Nuc-Aux2

H-Q-Ma H-Q Nuc-M

H-Ma-Q H-D Nuc-Aux2-M
H-D-Ma H-Mi-Q Nuc-M-Aux2
H-Mi-Q-Ma H-Q-Mi Aux1-Nuc
H-Q-Mi-Ma H-Mi-D Aux1-Nuc-Aux2
H-Mi-D-Ma H-Q-D Aux1-Nuc-M
H-Q-D-Ma H-D-Q Aux1-Nuc-Aux2-M
H-D-Q-Ma H-Mi-Q-D Aux1-Nuc-M-Aux2
H-Mi-Q-D-Ma H-Mi-D-Q

H-Mi-D-Q-Ma H-Q-Mi-D

H-Q-Mi-D-Ma

H-Q-Mi-D-Ma

The probability of a sequence df hidden state$C' = {PC(1),
PC(2), ..., PC(T) kan be written as:

Ty_ & _
p(PC )—t|:|1p(PC(t)|PC(t D) 3)

The probability that the model produces the comwaesing sequence
of POS tagag', given a sequence of PE€" can be written as:
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pltag’ |PCT) = [] pltagt)| PQL) @
t=1

Then, the probability that the model produces auseqgetag’ of
visible POS tag states is:

pltag”) = argmax[] pltag)] PCW)PPCHIPCE-1)  (5)
1n t

The Baum-Welch [11] learning algorithm is appliexd determine
model parameters, i.eg; and by, from an ensemble of training
samples.

Given a sequence of visible staég’, the Viterbi algorithm [11] is
used to find the most probable sequence of hidteassby recursively
calculating p(tag’) of visible POS states. Each temftag(t)|PC(t))
p(PC(t)|PC(t-1)) involve only tag(t) PC(t), and PC(t-1) by the
following definition:

0, t =0and j # initial state
%(j)=1{ 1, t=0and j =initial state (6)

argmax; d;-1(i)ajjbjk, otherwise

Figure 3 shows a phrase identification model ofingtr
“ Rouaraafiumldalaui W10 Eo 1 16D,
sotiud3iedaviinviiviadu” (A friend’s going to borrow this book.
Because shed{;) hasn’t been able to buy itbg). Therefore shedfs)
must borrow it from me.) POS tags of the stringtiﬁau (A friend-
NCMN) aza1a (is going to-XVMM) fin (borrow-VACT) nilv&a (book-
NCMN) au (numerative- CNIT)fI (this-DDAC) wws1e (Because-
CONJ) 52 (she(d,)- -PPRS)li (hasn't been-NEG}m13a (able to-
XVMM) &a (buy-VACT) Hu (it(D,)) gotiu (Therefore-CONJ)58
(she(d;)-PPRS) 3Fvsiad  (must-XVMM)  &u  (borrow-VACT)
nilvda(book-NCMM) u (me-PPRS)”.

The hidden state of a phrase model consists of MN®ook (2/4),
-friend (1/4); PPRS-me (1/4)), D(CNIT-numerativé2)l DDAC-this
(1/2)), Discourse-marker(CONJ-because (1/2), -foeee (1/2)),
Aux1(XVMMe-is going to (1/4), -must (1/4), -able {4/4); NEG-hasn't
been (1/4)) and Nuc(VACT-borrow (2/3), -buy (1/3)).
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Noun Phrase

“Verb Phrase

69

’ —~ —r 3/6 1/2
/
1/6 1/3 S
1/3 172
i 1/2 L
Fig. 3. A phrase identification model.
Wiau Qe fiu wihyda G i
Start NCMN XVMM VACT NCMN CNIT DDAC END
Start 1 0 0 0 0 0 0 0
H 0 1/6*3/ 0 0 8*1¢ 0 0 0
D 0 0 0 0 0 1*16 > 3*10* 0
Marker O | 2/6*0 0 0 0 0 0 0
Auxl 0 360 310> 0 0 0 0 0
/
Nue 0 0 o Yol o 0 0 0
*
End 0 0 0 0 0 0 0 :I:1 10
= 0 1 2 3 4 5 6 7
output Start < H < Auxl< Nuc < H < D < D< End

Fig.4. The results of Viterbi tagging on the phramtification model in Fig 3.

4.2 EDU Boundary Determination

After we determine NPs and VPs, another HMM on E€dldstituents
(shown in Fig. 5.) is then created to determinebtbiendaries of EDUs.
This model can handle the subject and object oamsgiroblems,

discussed earlier.
Fig. 5 shows an example of the

EDU segmentationemém an

EDU “iiiau-azua-fin-wieda-1au-il” (A friend’s going to borrow this

book.)

The EDU segmentation model can be expressed as:
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T
p(tagT) = arg max |'| p(tag(t) | EDUC(t)) p(EDUC(t) | EDUC(t - 1)) (7)
EDUCLNn '

where EDUC(t) is EDU constituent at time stdp andtag(t) is the
phrase tag at time stép

The expressionp(EDUC(t)|[EDUC(t-1))is the probability of EDU
constituent EDUC) at time t given the previousEDUC(t-1) and
p(tag(t)|[EDUC(t))is the probability of phrase tagg(t) givenEDUC(Y).

Noun phrase (Verb Phrase )
@ 2/6 3/6 \X
1/6 1o %
1/4 1.0
Marker
1/4
26—

e

Fig.5. An example of a Thai EDU segmentation model.

Wian U flu vilvda  1du il
Start H Auxl  Nuc H D D END

Start 0 0 0 0 0 0 0
S o\~ 1[1/6%1 0 0 0 0 0 0
o) 0 0 0 0 3*1G> 6*10% 1*10%> 5*10°
| 0 0 0 0 odi/ oY o 0
Marker 0 | 1[2/6*0] 0 0 0 0 0 0
Vi 0 1[3/6*0] ¥ 9*10°& 2*107 0 0 0 0
End 0 0 0 0 0 0y o 0
t= 0 1 2 3 4 5 6 7

Output Stat < S < Vi< Vi< O< O0O< O< End

Fig.6. The results of Viterbi tagging
on the Thai EDU segmentation model in Fig.5.
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4.3 EDU Constituent Grouping

Once EDU boundaries are determined, syntactic ruleBable 1 are
then applied to group EDU constituents into a langsit that will be
usgd to match the semanticvrules in further steps.example a string
“IWau-azaa-du-mivda-lau-ii” (A friend’s going to borrow this
book.), the result from the Viterbi tagging on tBBU segmentation
model is S, Vt, Vt, O, O, O. The matched rule oPPNNPs-Vt-NPy” is
applied, and the result becomes: ‘'NP(V, V), — (NP, NP, NR).”

5 THE REFERENCESSECTION

In this section, we describe our proposed technlzpged on semantic
rules derived from Thai linguistic characteristiosconstruct an RS tree
from a corpus. The rules are classified into thtgges which are

Absence, Repetition, and Addition rules [2, 3, 2, 17]. Given a pair

of EDUs, an author may write by using any comboratf the rules. A

similarity measure is calculated from these rukesg a hierarchical

clustering algorithm employing this measure is usedonstruct an RS
tree.

5.1 Semantic Rules for EDU Relations

Absence Rules

In Thai language, it has been observed that frettyuém writings
some constituents of an EDU may be absent whilmé&aning remains
the same. In the example below, the NP (objent}y” (dessert) is
absent from the anaphoric EDU, according to @ilgO, O).

Cataphoric EDU (Vt-O) asnnazvinauu’lviu (Would you like to make
a dessert?)

Anaphoric EDU (Vt) aa1nas=vin (Yes, | do.)

Repetition Rules

It has been observed that frequently an anaphdid Eelates to its
cataphoric EDU by a repetition of NP (subject, abj@r a preposition
phrase (PP) functioning as a modifier of a nucleus verb phrase
(VP). In the following example, two EDUs relate ayepetition of an

object (NP) {inu” (house), according to the ruig(O, O).
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Cataphoric EDU (Vit-O-1) wurinavaziatinulvitan (I'm going to
sell him a house.)

Anaphoric EDU (Vt-O)  asaneaitunas luu (Which house are you
going to sell?)

Addition Rules

It has been observed that frequently an anaphd@id Eelates to its
cataphoric EDU by an addition of a discourse marleed possibly
accompanied by Absence and/or Repetition rulethdrexample below
a discourse marker#is1e” (because) is added in front of the anaphoric
EDU, according to the rulg (Marker, Before).

Cataphoric EDU (Vit-O-1) duaanasiinmiie (I want to borrow
films.)

Anaphoric EDU (Vt-0)  twszundalile (because | have not
been able to buy it.)

Table 3 lists Repetition, Absence, and Additioresylfor exampley
(S, S) means that the subject of the cataphoric EDtépeated in the
anaphoric EDU;®(S, S) means that the subject is present in the
cataphoric EDU but absent from the anaphoric EDudf & (Marker,
Before) means that a discourse marker is addedrdnt fof this
particular EDU.

5.2 EDU Similarity

Similarity between two EDUs can be calculated fittvn semantic rules
in Table 3, as follows:

5.2.1 Feature Calculations

Given a pair of EDUs, for each rule, an EDU caltedaa feature vector
which consists of the following elements: Subjeédisence of Subject,
Object, Absence of Object, Preposition, Absence Po&position,
Nucleus, Modifier Nucleus, Head, Absence of HeaddMer Head,
Absence of Modifier Head, Marker Before, and Markéter elements.
The value of an element is dependent upon thedf/pae, as follows:
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Table 3: Repetition, Absence, and Addition rules.

Repetition (51) Absence (@)  Addition (JI)

1 (S, S) D (S, S) I (Marker, After)

1 (0, S) @ (O, S) I (Marker, Before)
(S, O) @ (S, O) I (Key Phrase, After)
1 (0, O) @ (0, O) 11 (Key Phrase, Before)
s (S, Prep) @ (Only H, H)

s (O, Prep) @ ((H, M), H)

s (Prep, S) @ ((H, M), M)

s (Prep, O) @ (S, Prep)

s ((S, Prep), (S, Prep)) @ (O, Prep)
s ((O, Prep), (S, Prep)) @ (Prep, S)
s ((Prep, Prep), (S, Prep)) @ (Prep, O)
s ((S, Prep), (O, Prep))

s ((O, Prep), (O, Prep))

s((Prep, Prep), (O, Prep))

s (Only H, Only H)

s (H, M)

st (Only M, Only Nuc)

s (Only M, Only M)

s ((Nuc, M), (Nuc, M))

The following example is used to illustrate caltiaas related to
semantic rules:
EDU1: 211711 (Subjectidsznau (Nucleus)andinssuluasauasa
(Object) (The villagers
perform the family-industry.)
EDUZ2: az (Before)d (Absence of Subject)rvuniu (Nucleus)

gutiGuavné (Object) (and
protect properties of the nation.)

EDU3: andvinssnlumsaunsa (Subject)dviilu (Nucleus)

qutifuavwfi (Object) (Therefore, the
family-industry is a property of thation.)

To describe the calculations related to semant&sruhe following
notations will be usedCc,; is a constituent of the cataphoric EDCh,a
is a constituent of the anaphoric EDBps,; is the position of
cataphoric EDU, andPosy, is the position of anaphoric EDWX:Y
whereX can be either Cataphoric or Anaphoric, &g an element in
the vector of X, e.g.Cataphoric:Subjects the Subject element in the
vector of the cataphoric EDWX:rule is an Addition rule applied tX
(i.e., a cataphoric or an anaphoric EDU).

Features based on an Absencerules:
Feature vectors of the cataphoric and anaphoric £&¥ filled for a
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matched Absence rule, as follows:
If ®(Ceqr.Cana)istruethen

. . |P0§at' Poﬁnal (8)
Cataphori = Anaphori¢Absencef C,,,,) =1-—————2&_
phori€ey phorig ana) Totaltof sentenc

In this example, the properties of EDU1 and EDUZamawith the
rule @(S, S)with the absence of subjectiiu” (villager) in the
anaphoric EDU, thus:

Cataphoric Subject Anaphoric Absencef Subject 1—H

©)

Features based on Repetition rules:
Feature vectors of the cataphoric and anaphoric £i3Uilled for a
matched Repetition rule, as follows:
If O(Ccat-Cana )istruethen
Cataphoric: Ccgt = Anaphoric: Cang
_ |Poscat - Posanal , Total #of repeatingwords (10)
~ Total #of sentences Total #of wordsin sentences

In the example, the properties of EDU1 and EDU3cmatith the

rule s (O, S) with a repetition of an objecadidgnnssulunsauasa”
(family-industries) in the cataphoric EDU as a sabjin the anaphoric
EDU, thus:

Cataphoric Object AnaphoricSubject (1— 1;33) * (% * %) (12)

Features based on Addition rules:
Feature vectors of the cataphoric and anaphoric £i3Uilled for a

matched Addition rule, as follows:
If CataphoricZ] (Marker, After) is true then
Cataphoric:Marker After = Anaphoric:Marker Beforek (12)
else if Anaphorig7 (Marker, Before) is true then
Anaphoric:Marker Before = Cataphoric:Marker Aftert

In this example, the properties of EDU1 and EDUZamawith the
rule I (Marker, Before) at EDU2, thus:

Anaphoric:Marker Before = Cataphoric:Marker After & (13)

5.2.2 Rule Scoring

After for each rule, the two vectors of the EDUrpatie calculated, the
vectors are then combined into a rule score whigtedds on the type
of rule and the distance between the two EDUsplmws:
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Absence and Repetition Rules:

These rules consist of two parts (cataphoric araplaric). If both
parts of an Absence or a Repetition rule are tiluen the rule is true.
But if a part of an Absence or a Repetition ruléaise, then the rule is
false, thus:

if | Pogat- Posanal< MD then
1 (14

RSpsense =[Magnitudeof EDUcataphoric * Magnitudeof EDUAnaphoric

or
Repetition

where Pos, and Pos.. are the positions of cataphoric and
anaphoric EDUs, anMID is the maximum distance between the EDUs
(from experiment®1D = 4 in this research)

Addition Rules:
In this type of rules, if one part of the rule isd, then the rule is
true, thus:

if | Pog.at- POgnd<MD then
15
R3dditiorr[Magnitudef EDW:ataphoricMagnitudef EDUA (15

naphoril

5.2.3 Rule Scoring

Once rule scores are available, similarity betwesvo EDUs
(cataphoric and anaphoric) can be calculated asmadaf all the rule
scores (each normalized into a range from 0 toctpmling to the
CombSum method [8].

6 RHETORICAL TREE CONSTRUCTION

A hierarchical clustering algorithm is applied r@ate an RS tree where
each sample (an EDU in this case) begins in aanustits own; and
while there is more than one cluster left, two ekisclusters are
combined into a new cluster, and the distance baiwie newly
formed cluster and each other cluster is calculatdirarchical
clustering algorithms studied in this researchsdr@wn in Table 4, and
two example RS trees created from two differenbiatigms are shown
in Fig. 7.
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Table 4. Hierarchical clustering algorithms studiethis research.

Algorithms Distance Between Two Clusters

Single Linkage The smallest distance between a lsaimgluster A and a
sample in cluster B.

Unweighted The average distance between a sample in clusted/a

Arithmetic Average ~ sample in cluster B.

Neighbor Joining A sample in cluster A and a samplduster B are the

nearest. Therefore, define them as neighbors.
Weighted Arithmetic  The weighted average distance between a samplesitecA
Average and a sample in cluster B.
Minimum Variance The increase in the mean squdesthtion that would occur
if clusters A and B were fused.

7 EXPERIMENTAL EVALUATION

7.1 Rule Scoring

In order to evaluate the effectiveness of the EBghsentation process,
a consensus of five linguists, manually segmentigUs of Thai
family law, is used. The dataset consists of 105B8s in total.

The EDU segmentation model is trained with 8,00@dcan EDUs,
and the rest are used to measure performance.

The training continues until the estimated traositiprobability
changes no more than a predetermined value of @10the accuracy
achieves 98%.

The performances of both phrase identification a&dDU
segmentation are evaluated using recall (Eq. 18)paecision (Eq. 17)
measures, which are widely used to measure perfarena

#correct (phrasesor EDUs) identified by HMM
#(phrase or EDUSs) identified by linguists

Recall =

(16)

#correct (phrases or EDUs) identified by HMM
total # (phrases or EDUs) identified by HMM

Precision = a7

The results show that the proposed method achtbeescall values
of 84.8% and 85.3%; and the precision values dd%3and 94.2% for
phrase identification and EDU segmentation, re$pelgt
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7.2 Evaluation of EDU Constituent Grouping

In order to evaluate the effectiveness of the EDudstituent grouping,
three corpuses are used which consist of Absente @4 EDUS),
Repetition data (117 EDUs) and a subset of theilfdaw with 367
EDUs). The Absence data contains EDUs mostly thiobewing the
Absence rules while the Repetition data containsstiyothose
following the Repetition rules. Five linguists credraining and testing
data sets by manually grouping EDU constituents.

Table 5 shows the results of grouping EDU constitsi€¢subject (S),
object (0O), indirect object (I) and nomen (N)) bsing rules based on
NPs, assuming the positions of verb phrases (Vi,awd Vtt) are
known. From the results, in general all rules, pxde¢Ps-NPs-Vit-NP,
and NR-NPs-Vtt-NPg, perform well.

Table 5: Performance of grouping EDU constituents

Rules Absence Data Repetition Data Family Law
- NPs NPs NPs
NPs-Vi-NPs (100%) (100%) (100%)
o NPs & NP, NP5 &NPo NP5 &NPo
NPo-NPsVENPo 1 5504 (100%) (100%)
NPs &NPo&NP,  NPs&NPo&NP,  NPs &NPo&NP,
NPS-VILNPO-NPI = o050 o050
NP NPs NPs
NPo-NPs-VIt-NP,  (100%), (100%), (100%),
NP-NP<Vtt-NPo  NPo&NP, NPO&NR NPo&NP,
(91.37%) (79.59%) (90.21%)
N NPy NPy NPy
(100%) (100%) (100%)

To further resolve ambiguities with respect to ¢héwo rules, a
probability table of terms in positions of NBnd NR following Vtt
(P(Vtt] NR, NPy)) is used. The results of determining function&BU
constituents by using the rules based on NPs tegettith the
probability table show higher performance for Alseiata (92.24%),
Repetition data (85.78%), and Family law (93.71%).

7.3 Evaluation of Thai RS Tree Construction

In order to evaluate the effectiveness of the psedoThai RS tree
construction process, linguists manually constrtiee rhetorical
structure trees of three texts used above withad td 568 EDUs. The
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algorithms are evaluated by using recall (Eq. 1®) precision (Eq. 19)
measures. Recall and precision are calculated rehect to how close
an RS tree constructed from the proposed technmtleat created by a
consensus of the linguists.

#correct internal nodes identified by RS Tree

Recall = _ ——— —— (18)
#internal nodes identifi ed by linguists

#correct internal nodesidentified by RSTree

Total #of internal nodesidentified by RSTree

Precision =

(19)

For the Absence and Repetition data sets, thougliaes between
EDUs follow mostly Absence rules and Repetitioreslrespectively,
in reality when examined in details, many typesroles are used
together in writing. For example,

Anaphoric EDU (S-Vt-0)  uswliswuid (S)azAnidan (Vi)
InNY (a2 O)
Bostman will sort letters)
Cataphoric EDU ((S)-Vt-O) uaz (1) (® S)5udy (Vt) aauu1d (a1 O)
(@mwvill deliver letters)

Table 6 shows calculations of recall and precis@nRS trees
created by the Minimum Variance and Unweighted Anietic Average
algorithms, in Fig. 7.

Table 7 shows the results of evaluating Thai R% Tanstruction on
the three data sets. The performance on the Fdavilydataset which
combines many kinds of rules in its content is 8%w9recall and
95.21% precision. The results also show that Unkter) Arithmetic
Average clustering algorithm gives the best perfomoge for Thai RS
Tree construction.

8 CONCLUSIONS

Thai rhetorical structure tree (RST) constructi®amn important task for
many textual analysis applications such as autematixt

summarization and question-answering. This arfrigposes a novel
two-step technique to construct Thai RS tree coimbirmachine

learning techniques with linguistic properties loé fanguage.
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Table 6: RS tree construction performance of twistelring algorithms

Thecorrect RStree  Minimum Variance

Unweighted Arithmetic Average

3 3 3
4 4 4
1 T 1
9’ 9 6’
2’ 2 2’
5’ 5 5
6’ 6’
T 7
8’ 8
7
g’
9
10’
Precision = 9/9 Precision = 6/10
Recall = 9/9 Recall = 6/9
Table 7: Performance of the RS tree construction
Data Num  Clustering Method Recall Precison
EDUs
Absence 84 Neighbor Joining 87.23 89.13
Single Linkage 82.97 84.78
X\r/levrv:gi;%hted Arithmetic 87.23 89.13
Minimum Variance 89.40 91.30
Weighted Arithmetic Average 87.23 89.13
Repetition 117  Neighbor Joining 89.70 91.04
Single Linkage 83.82 85.07
X\r/lgzg]:ted Arithmetic 89.70 91.04
Minimum Variance 77.94 79.10
Weighted Arithmetic Average 89.70 91.04
Family- 367  Neighbor Joining 85.98 86.26
Law Single Linkage 64.01 64.21
Xcggg;gted Arithmetic 94.90 9521
Minimum Variance 63.37 63.57
Weighted Arithmetic Average 90.44 90.73
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—{ The correct RS Tree ‘

%

Minimum Variance

Fig. 7. RS trees from two hierarchical clusteritgpathms



THAI RHETORICAL STRUCTURE TREE CONSTRUCTION 81

First, phrases are determined and then are usedetmnent
elementary discourse units (EDUs). The phrase segtien model is a
hidden Markov model constructed from the possiblarmgements of
Thai phrases based on part-of-speech of words, thed EDU
segmentation model is another hidden Markov modebtructed from
the possible phrase-level arrangements of Thai ERiguistic rules
are applied after EDU segmentation to group relatatstituents into a
large unit. Experiments show the EDU segmentatitbectveness of
85.3% and 94.2% in recall and precision, respelgtive

A hierarchical clustering algorithm whose similgnheasure derived
from semantic rules of Thai language is then usedonstruct an RS
tree. The technique is experimentally evaluated, e effectiveness
achieved is 94.90% and 95.21% in recall and pratjsiespectively.
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