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ABSTRACT

In this paper, we introduce two new methods dedicated toggra
based machine translation. Both are based on mining a palrall
corpus in order to find out the couples of linguistic units ethi
are translation of each other. The presented methods doatpt r
on any alignment in contrast to what is done usually by the sta
tistical machine translation community. Each of them ps®soa
complete translation table containing translations ofggéwords
and phrases. The first method is inspired from the well-known
trigger language model while the second one is inspired from
the association rules mining technique. All experimenéscam-
ducted on a large part oEUROPARL corpus and highlight the
utility of both proposed approaches.

KEYWORDS. Statistical machine translation, Sequence mining,
Inter-lingual triggers, Inter-lingual association rulegilingual
corpora.

1 INTRODUCTION

Since the apparition of the pioneering work of IBM researst], al-
most all the proposed papers in Statistical Machine TréinsldSMT)
are based on their formalism. This is due to the strengthevatiproach
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and the availability of tools, such as GIZA++ for producifg ttrans-
lation table [2], Gau or SRiLM for developing language model [3] and
PHARAO [4] or MOSES[5] for decoding. These tools make developing
SMT avery easy process.

In this paper, we would like to show that it is possible to stve
gate other issues which could constitute an alternativ®ké methods
and their generalization to support phrase-based modgl§ i@ pro-
posed methods do not rely on any alignment in contrast to wglaéane
usually by the SMT community. The first method is inspiredirthe
well-known trigger language model which we adapted to aattrally
learn words and phrases equivalents from bilingual corpiha second
one is inspired from the association rules mining techniguedl-known
in data mining. We adapt this latter to make it supporting tifterent
languages.

The paper is organized as follows: Section 2 recalls theelfasnda-
tions of statistical machine translation. We devote Sedito present the
machine translation approach based on inter-lingual érigigSection 4
introduces the second one based on inter-lingual associaties. Then,
in Section 5, we present results of the mixture of the two aboethods.
The conclusion and future works are presented in Section 6.

2 PRINCIPLE OF STATISTICAL MACHINE TRANSLATION

In SMT framework, the translation process comes back eisdigrio the
search for the most probable senterfca the target language given a
sentence in the source language. Let= ey, .., e; be the source sen-
tence {.e.,to be translated) and = f1, .., f; be the sentence generated
by the translation system, namely:

f = argmax P(fle) )
f
By using the Bayes formula, we obtain:
f= arg max P(f)P(elf) (2)

In Equation (2),P(f) is estimated by &anguage modelts role is to
propose a sentence supposed to be correct in the targetlga@t(c| /)
is computed from &ranslation modeand is supposed to reflect the truth-
fulness of the translation. Then, the decoder likenRAO [4] or MOSES
[5] generates the best hypothesis by making a compromiseckat at
least, these probability distributions.
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3 STATISTICAL MACHINE TRANSLATION USING INTER-LINGUAL
TRIGGERS

The concept ofriggershas been largely used in statistical language mod-
eling [7, 8]. Roughly speaking, a statistical language nhgigdds a prob-
ability to each potential sequence of words belonging tocakalary. A
trigger model enhances the probability of a list of wordsahkhére cor-
related to a wordv;. To develop such a model, all the correlated words
are retrieved. Triggers are determined by computmgual information
between two linguistic units andy, each of them takes its values in the
list of words belonging to the vocabulaly. Given two wordsr, y, the
correlationMI(z, y) is given by:
P(z,y)
MI(Ia 1/) P(Ia 1/) 10g2 P(,T)P(y)
P(z,y) is the joint probability between andy, while P(z) andP(y)
are the marginal probabilities afandy, respectively.

3)

3.1 Inter-lingual triggers

In [9], the concept of triggers is adapted to handle relatigps between
words for any two different languages. This approach isedailhter-
lingual triggers An inter-lingual trigger is henceforth a set composed
of aword (or a phrasejj in a source language, and its corresponding best
correlated words (or phrases) in a target languages, . .., ¢e,. This

will be written as:

Trig(f) — e1,e2,...,6n 4)

In inter-lingual triggersf takes its values from the source vocabulary
(French) ance; from the target one (English). The translation table is
obtained by assigning to each inter-lingual trigger a pbiliig calculated

as follows:
Y f i € Trig(f), Pleilf) = — o Cir])

>, Mi(ej, f)

e; €Trig(f)

(5)

whereTrig(f) is the set ofk English linguistic units triggered by the
French unitf.

In [10, 9], a word-based machine translation using integial trig-
gers is detailed and results are presented. This approantiesded in
the following to achieve a phrase-based machine translafproach.
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3.2 A new approach to achieve phrase-based MT

Since more than ten years, researches showed that the ukeasép in
translation instead of words leads to better SMT systemityuld order
to retrieve phrases, several approaches have been propotbedliter-
ature. Most of them require word-based alignments. Foants#, Och
et al. in [11] collect all phrase pairs that are consistent with wad
alignment provided by Brown’s models.

In this paper, we will show how to take advantage from integiial
triggers and how to make machine translation supportinggge gener-
ated by triggers without any alignment. A sequence ¢french words
can trigger a sequence of English words withn, m € N. This kind of
correlation is denoted by.m-Trigger. In the remainder, we will detail
the different steps of our approach.

PHRASE EXTRACTION To retrieve from a corpus pertinent phrases, we
use a method developed in [12], to rewrite the source trgigiorpus

in terms of phrases. To achieve that, an iterative procdsstsephrases
by grouping words which have a high Mutual Information val@aly
phrases improving the perplexity are kept for the forthawgrsteps. At
the end of the process, we get a list of phrases and a sourpescor
rewritten in terms of these discovered phrases. With thisccorpus
expressed with pertinent phrases, we aim to find their piaiepiirase
translations in the target corpus by using inter-lingugkers.

LEARNING PHRASES TRANSLATIONS Since our method does not re-
quire any alignment, we assume that each source phrdseaséls could
be translated by several sequences-bfAl words. This means, to each
source phrase, we associé2e\l + 1) sets of itsk best inter-lingual trig-
gers. Each sef; is composed of the potential translations afords with
ie[l—AlL.,l+ Al withl — Al > 1. Thus, we allow a source phrase
to be translated by different target sequences of variabéssTable 1
shows the potential translations of the source phPaster plainte

For the cited example, we guess that is set tol. Consequently,
“porter plainte” could be translated by a sequence of at least one word
and at most by a sequence3ofords. In this example, we have selecged
potential translations. Obviously, onlgress charges”is correct. In the
general case, each phrase could be translatéddmgential units. That is
why we propose to select those which are pertinent and dishamoisy
ones.
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Table 1.Potential translations of the source phrgserter plainte”.

n.m-Triggers
Source phrasgf2.1 2.2 2.3
press |press chargesan press charges
porter plainte ([chargegcan press |not press charges
easy |notpress |you can press

Algorithm 1: Simulated Annealing (SA) algorithm.

begin

2| Start with a high temperatufg;

3| repeat

4 From the current temperatuifg state; and a BLEUB:;,
randomly add a subset afm-Triggers into the translation table
which makes the system moving from state ;. With this new
table, we run a decoder. This leads to different hypothe$eshw
are evaluated using BLEU on the development corpus. We get a
new BLEU B;.

5 if B; — B; >= 0then

6 L statej is kept as the new current state

7 else

8 j is accepted as the new current state with a probability

L random(P) < eﬁ with P € [0...1]
9| until BLEU equilibrium with temperaturg’ is reached
10| Decrease the temperature and go to line 3 until the given low
| temperature is reached or until the BLEU stops increasing.

All source phrases and their sets of inter-lingual triggasstitute the
set ofn.m-Triggers. The main challenge is how to select the est-

Triggers. In other words, what are the pertinent phrasedtaidtrans-
lations. The choice of the best sub-set phrases is a corobiaigbrob-
lem. Simulated annealing (SA) algorithm is one of the aldpons which
can give a good solution to this kind of problem. We have yeduSA
in previous work [13] for automatic word clustering. Basioig this ex-
perience, we decided to choose this algorithm among allilplessnes
to solve our problem. To achieve that, we start with a worseblaMT
system based oh1-Triggers presented in [10]. Then, we randomly add
phrases#{.m-Triggers) into the translation table until an optimal BLEU
score is reached on a development corpus. In other wordsniy&keep
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phrases which improve the quality of translation on a deualent cor-
pus. This method is summarized in Algorithm 1.

For each French unit (a word or a sequence) wbrds, we select
from the target training corpus it$ x ({ + Al) best inter-lingual triggers
(translations). This means that if a sequencéwbrds is allowed to be
translated by—2,1—1,1,1+1, [+ 2 words, then 50 potential candidates
are kept. All this inter-lingual triggers make the set of digiate phrase
translations (callea.m-Triggers) required by the SA algorithm.

In the next section, we present another original method kvbhises
association rules between terms in SMT.

4 MACHINE TRANSLATION WITH INTER-LINGUAL ASSOCIATION
RULES

The association rules mining problem has been introducefidgrgwal
et al. [14]. The motivation for searching associations fromdgestto dis-
cover correlations between terms that occur together dse/& look for
regularities in corpora. Before presenting our methodysegive a brief
review of the basic definitions related to association ruleimg [14].

Definition 1. An extraction context (ocorpus in our case) is a triplet
K = (P,T,R) where:

— P = {s1,89,...,5,} is a finite set of distinct sentences of a cor-
pus.
— T ={t1,ta,- - ,t,n} is afinite set ofn distinct terms of a corpus.

— Both sets7 and P are linked through a binary relatiof® such that
R C P x 7. Thatis, each sentencee P is represented a set of
termsm termsT € 7 named termset, that occur together in the
sentence.

The support ofX C 7 in K, denoted bySupp(X), is the absolute
number of a randomly chosen sentences ff@roontaining the termset
X.Ak-termsetl’ € 7,i.e.,atermset of lengtR, is calledfrequentf the
k terms ofT" occur simultaneously in the corpus more than a user-defined
frequency threshold denotedinsupp

Definition 2. An association rulg? overK is an implication of the form
R: X = Y, whereX andY are subsets of , andX NY = (. The
termsetsX andY are, respectively, called the premise and the conclusion
parts ofR.
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Thesupportof a rule R and itsconfidenceare defined as:

Supp(R) = Supp(X UY) Conf(R) = %ﬁ;)}/)

An association ruleR is valid if its confidence value is greater than
or equal to a user-defined threshold, denatéaconf

For word-based machine translation, we introduced in [th8]don-
cept ofinter-lingual association rulemamed ILAR. The potential trans-
lations of a French ternfi are obtained by selecting all the English terms
e1, e, ..., e, Which are present in the conclusion of a inter-lingual asso-
ciation rule for whichf is its premise.

Since we are interested in phrase-based machine tramslat@in-
vestigate in the following the problem of mining frequenvs#d se-
guences from highly sized bilingual corpora. Our aim is tteas the
concept of inter-lingual association rules to the contdxitorase-based
machine translation.

4.1 Mining frequent closed sequences for phrase-based machine
translation

Our approach is inspired from an efficient sequential patteining al-
gorithm, called B-sm [15]. Our choice of Bsm is argued by the fact
that this latter is well adapted for handling very large @vgpand, espe-
cially for low values of the support threshold. A set of fregticlosed se-
quences is retrieved and then inter-lingual associatitesrare obtained
from this latter as explained further.

We consider the conteXt = (P, T, R) (cf. Definition 1).

Definition 3. A sequencé = (t1,...,t;,...,t,), suchthat, € T and
n is its length, is an-termset for which the position of each term in the
sentence is maintained.is called an-sequence.

Definition 4. A sequence, = (a1, as,...,a,) iS a sub-sequence of
Sg = (b1,b2,...,bn), denoted byS, C Sp, if there is a set of indices
1<y < <...<t, <m, SUChthaTal = bil,ag = biz,...,an =

b, . Sg is called asuper-sequena® S,,.

Definition 5. GivenS a sequence discovered froth The support ob
is the number of sentencesthat contains, i.e., Supp(S) =|| p €
P s.t.S Cpl.Sissaid to befrequentf and only if its support is greater
than or equal to the minimum support thresheldn supp.
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Definition 6. A frequent closed sequence (FGS} a frequent sequence
that has no frequent super-sequeistewith the same support.

Definition 7. Given a sequenc8, its information position, denoted by
POSs, is a set of pairsid_s, pos_seq), whereid_s represents the rank
of the sentence in the corpus apgk_seq the position of the last term of
the sequence in the sentence.

Table 2. Example of a sequences dataset.

|SentencfSequence |

s1 |S1: (text,mining, tools, for,text)
s2 | S2: (text,mining, for, analysis)
s3  |Ss: (text, for,analysis)

sa  |Sa: (text,mining, for,analysis)

To illustrate this concept, let us take an example. Givertasgh of sequences
depicted in Table 2 and a value of thensupp threshold equals to 2. We can get
the information positions of the frequent 1-sequences awrshin Table 3. We
notice that the terntools is pruned since its support is lower than thénsupp
value.

Table 3. The frequent 1-sequences.

|1-Sequendgnformation position |Support
(text) 1(1,1)(1,5)(2,1)(3,1)¢4,1) 4
(mining) |(1,2)(2,2) (4, 2) 3
(fory 1(1,4)(2,3)(3,2)(4,3) 4
(analysis)|(2,4) (3,3) (4, 4) 3

Proposition 1. Given two sequence$, and S ). Then ifS. ) is a super-
sequence af, and if they have the santefirst terms and the same support, then
S(k+n) is calleda backward super-sequence of Sy, [15].

For instance, the sequen¢8tatistical machine translation evaluatipis a
backward super-sequence of the sequéfitatistical machine translatigrsince
they share the three first terms, while assuming that theg tteessame support.
The second sequence is then considered redundant.
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Thus, the set of the frequent closed sequences, denotEd&ynly contains
non-redundant patternise., those not covered by other ones of the same support
(or equivalently, do not have a backward super-sequaideroposition 1).

AN ALGORITHM FOR DISCOVERING FREQUENT CLOSED SEQUENCES
The main idea of frequent closed sequence mining is baseteoprinciple of
sequence-extensi¢h5]. The sequence-extension ok sequence), adds a new
term toSy as a new last element. The frequéh#-1)-sequences can be produced
by extending the current found frequéntsequences. Indeed, for each frequent
k-sequencesy;, we pick up each frequent 2-sequerfe whose first term is the
same as the last term §f, and matches the information position$)f. The result
is a new frequentk + 1)-sequence. Algorithm 2 details how extending a frequent
k-sequence by a frequent 2-sequence according to the explpincess.

In the algorithm® denotes the concatenation operator.

Algorithm 2: Sequence-Extension.
Input: ak-sequence), and a 2-sequencs, .
Output: a(k + 1)-sequence
begin
2| if last-term(Sy) = first-term(Sa) A id_s(Sk) = id_s(Sa)
N pos_seq(Sa) = pos_seq(Sk) + 1 then
3| | Sky1 = (Sk @ (Sa\ first-term(Sa.)));

4| return Spyq;

Our approach proceeds in four steps, namely:

Step 1: Extraction of frequent 1-sequences and their inddion posi-
tions. We scan the extracted contégtonce to record the information position
(cf. Definition 7) of each distinct term in the corpus.

Step 2: Generation of the frequent 2-sequendée. frequent 2-sequences
are produced by applying join operation on the 1-sequenc@s the APRIORF
like methods [14]. Note that, we do not need to scan the coipuesunt their
supports. Indeed, the information positions of the frequesequences are used
to get those of frequent 2-sequences.

Let us consider the two 1-sequencgsxt) and (mining) given in Table
3. The 2-sequencétext mining) is generated as follows: the pdit, 2) of
(mining) is matched with the paifl, 1) of (text). By the same way, the pairs
(2,2) and (2,1) are matched to form the paf, 2), and the pairg4, 2) and
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(4,1) to form the pair(4,2). So, the information position of the 2-sequence
(text mining) are the pairgl, 2), (2,2) and(4, 2) (cf. Table 4).

Table 4. The frequent 2-sequences.

|Frequent 2-sequendaformation position |
(text mining) |(1,2)(2,2)(4,2)
(text for) 1,42,31B3,24,93
(text analysis) ((2,4)(3,3)(4,4)
(mining for) |(1,4)(2,3)(4,3)
(mining analysis)|(2 ,4) (4, 4)
(for analysis) [(2,4)(3,3)(4,4)

Step 3: Generation of the frequent sequences of length egrétagn 2
We use the frequent 2-sequences to generate frequent segquerength greater
than two. The matching is based on the sequence-extensimipgbe as shown in
Algorithm 2.

For instance, the frequent 3-sequeritert mining for) can be generated
by extending(text mining) with the 2-sequencénining for) (cf. Table 4).

Thus, longer frequent sequences are iteratively derivatirsg from the fre-
guent 2-sequences. For our running example, only one 4esequs found, which
is (text mining for analysis).

Step 4: Pruning steWe only retainfrequent closed sequencsisice we look

for compact set of term sequences by pruning redundant @nggruning pro-
cedure is based on the backward super-sequence condifioRr¢position 1)
which is tested on each candidatefrequent sequence. Hence, if a sequence
Sk+n) IS a backward super-sequence of another sequspcée., they have
the same support, then this latter is pruned from the7&&§. For example, the
frequent 3-sequencenining for analysis) is a backward super-sequence of
the 2-sequencéfor analysis). Therefore, the sequenggor analysis) is dis-
carded from the setCS.

4.2 Inter-lingual association rules based on frequent closeglences

In what follows, we describe the way to derive froRCS the inter-lingual asso-
ciation rules, named ILARx-to-m, for phrase-based machine translation.
While considering frequent closed sequences SétsandS°”, an ILAR is
an implication of the formR : Sy, = Se, such thatSy, andS., are two
frequent closed sequences of terms of lengtlasidm, respectively. In machine
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translation, this means that the English sequefigeis a potential translation of
the French sequencgs,.. Note that, we keep the same definitions for the support
and the confidence of an ILAR as given in Equation (6).

In order to use inter-lingual association rules in stat@tmachine transla-
tion, we need to assign to each ruke: Sy, = S, a probability computed as
follows:

Conf(Sy = Se;)
> Conf(Sy==5)

1€[1...n]

fr en —
Vv S; e8!, S., €8, P(S.,|S;) = Q)

We present in the next section the experimental evaluaticheotwo ap-
proaches described above in the context of phrase-basddmaaranslation.

5 EXPERIMENTAL STUDY

All experiments are carried out on a part of the proceedirfgth® European
Parliament EEROPARL [16]. The proposed models have been tested in a whole
translation decoding system by usingiARAO decoder [4] and then compared
to the performance of state-of-the-art both for word andcapétbased machine
translation [17]. We use the BLEU (BiLingual Evaluation émstudy) score [18]

for evaluation.

5.1 Material

We used a French-English parallel corpus of 596831 sentmice Table 5 gives
more details about the used parallel corpusRBPARL.

Table 5. Quantitative description of the used corpus.

French|English
Train Sentences 596 K

Words 17.3M| 15.8M
Singletons 26.6 K| 22.2K
Vocabulary 77.5K| 60.3K

Developmen{Sentences 1444
Words 15.0K] 14.0K
Test Sentenceg 500

Words 52K| 49K
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EXPERIMENTAL RESULTS The direction of translation is from English to
French. Tests have been achieved on a corpus of 500 sent&éhegshrase trans-
lation table of the state-of-the-art system, denoted inrémeainder by Koehn-
Och, is acquired from a word-aligned parallel corpus byaeting all phrase-
pairs that are consistent with the word alignment [17].

Our method based on inter-lingual triggers retrieves frioesburce language
a setof 11 212 pertinent phrases which are composed of tvwwew tvords, only
8.31% of these phrases occur in the test corpus. This percentageyidow in
order to hope to noticeably improve the results.

Table 6 illustrates performances of different systems aih blevelopment
and test corpora. On the development corpus, the use oheetti.m-Triggers
improved the results achieved Ibyi-Triggers byl13.27%. For the state-of-the-art
methods, the use of phrases increases the performante 99/ compared to
the word-based method. On the test corpus, both methodsweine results by
respectivelys% and25%. This difference may be explained by the fact that the
state-of-art method uses a translation table of more thamiflibns of entries
(of one or more words) whereas ours uses only 5.2 millions(etthe number
of phrases do not exceed 20 000 phrases). Consequentlyamstation table
has a weak coverage of the training corpus. We should thusdse the size
of the translation table in order to get closer values toehaisthe state-of-art
one. By addingl.71 millions of phrases, we achieve a BLEU result3#.41.
This improvement reduces the gap between our results arsfatesof-art one to
2.74, knowing that our translation table is very small in compani to the one
used by Koehn-Och.

Table 6.Experimental evaluation in terms of the BLEU score on theettgpment
and the test corpora.

Inter-lingual triggers  ILAR State of the art |

1.1 n.m 1-to-1n-to-m|IBM model 3Koehn-Ocl
DevelopmenB1.02 35.27 19.71| 32.66 29.23 35.07
Test 30.97 32.75 22.06| 34.18 29.57 37.15

As illustrated in Table 6, the phrase-based MT system basdtdARs ful-
filled a BLEU score of 34.18. So, by adding pertinent frequaosed sequences,
we achieved an improvement of more than 12 points in termd &Bcompared
to the initial word-based MT system which only considers R.Aetween single
terms (22.06). Note that, we do not restrict the length ofgleerated frequent
closed sequences, although derived sequences froRo BARLMay reach a size
of 25 terms. We also experimentally observed that beyondtaindength (se-
guences of 14 terms), the BLEU score does not increase. dtid be explained
by the fact that these sequences are very rare in the trainipgis.e., they have
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a very low support, and their frequency in the test corpuses éower. Therefore,
they can not improve the BLEU score.

6 TABLE TRANSLATION MIXTURE

In order to take advantage of the two original methods prteseabove, we de-
cided to combine their two translation tables. Becausenthe-Triggers table
does not contain a great number of phrases and girie€riggers achieved bet-
ter results than IBM 3 model, we decided to put in a new trdiwsiaable the word
translations got from.1-Triggers and phrases obtained by association rukes,
ILAR-n-to-m. The resultis presented in Table 7. The combination (treertfier-
enced byComb) outperforms both proposed methods. This result showsatbat
come closed to the result of Koehn-Och. We are just 1.63 befave standard
method. This illustrates that it is possible to retrievetipent phrases and their
corresponding translations without any need of alignmdmtkvconstitutes the
advantage of the two original methods presented in thisrpape

Table 7. Evaluation in terms of BLEU score on test corpus.

[Model |BLEU]
Koehn-Och | 37.15
ILAR-n-to-m| 34.18
n.mTriggers | 34.41
Comb 35.52

Moreover, Figure 1 illustrates the evolution of the numifqrtoases in accor-
dance to the number of words per phrase. We can see that tte+deh curve
has a cubic forni whereas ours has a decreasing power adp@tte Koehn-Och
curve grows until 5 and decreases for longer phrases. Wherearr method the
curve sharply decreases with the length of phrases.

Consequently, the gap between our result and the Koehn-@eltauld be
explained by the fact that the influence of phrases of fourfasedwords would
have a real impact. While the number of sequences of 5 word#®énn-Och
method is around 2.8 millions, in our table we got just 105G@bbally, our
method produces pertinent phrases, however this numbet ssfficient to reach
the state-of-art result.

% Koehn-Och methody = —28953 X2 + 148491X2 + 720014X — 90643
4 Our methody = 1.36 E6X 36
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Fig. 1. Evolution of the number of phrases @ombtable (top) and Och-Koehn
table (bottom).

7 CONCLUSION

In this paper, we proposed two new phrase-based machirgatian methods.
Each of them proposes a complete translation table contpitnanslations of
single words and phrases. The advantage of these methddsirigéasiness to
develop statistical machine translation and more impottean that, the fact that
our methods, in contrast to what is done by the community, atoneed any
alignment.

We experimented our approaches on a large part @wkRdARL English-
French language pair with a vocabulary of more than 60 0Qfuistic units, and
we evaluated them by using BLEU measure. Obviously, our oustithave been
compared to the pioneer ones. The results presented hevergrrencouraging.
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They show that it is possible to consider the issue of stegismachine trans-
lation differently with the aim to improve the literaturestéts. The advantage
of our methods is that the selected phrases are pertinethdiuinumber is not
huge. In the future, we plan to improve our methods by makivgnt selecting
more sequences without losing the quality of translations.

REFERENCES

1. Brown, P.F., Pietra, V.J.D., Pietra, S.A.D., Mercer, R.Che mathematics
of statistical machine translation: parameter estimat@omputational Lin-
guistics19(2) (1993) 263-311

2. Och, F.J., Ney, H.: Improved statistical alignment medeh: Association
of Computational Linguistics, Hongkong, China (Octobed@p440-447

3. Rosenfeld, R.: Themu statistical language modeling toolkit and its use
in the 1994 arpa csr evaluation. In: Proceeding of the Spdakemguage
Systems Technology Workshop, Austin (1995) 47-50

4. Koehn, P.: RARAOH: a beam search decoder for phrase-based statistical
machine translation models. In: Proceedings of MeetinchefAmerican
Association for Machine Translation (AMTA). (2004) 115412

5. Koehn, P., al.: MsSEes Open source toolkit for statistical machine transla-
tion. Proceedings of the Annual Meeting of the AssociationGomputa-
tional Linguistics, demonstation session (2007)

6. Kohen, P., Och, F.J., Marcu, D.: Statistical phrase-tbdasmslation. In:
Proceedingd of the Human Language Technology and North isareAs-
sociation for Computaional Linguistics Conference, Edtoon(May-June
2003) 48-54

7. Rosenfeld, R.: Adaptive statistical language modelangaximum entropy
approach. PhD thesis, School of Computer Science, Caribglien Uni-
versity, Pittsburgh (1994)

8. Tillmann, C., Ney, H. In: Selection criteria for word tger pairs in language
modeling. Volume 1147. LNAI, Springer Verlag (1996) 98-106

9. Lavecchia, C., Smaili, K., Langlois, D., Haton, J.P.: idginter-lingual trig-
gers for machine translation. In: Proceedings of the ei@uthference Inter-
speech 2007, Antwerp, Belgium. (August 2007)

10. Latiri, C., Smaili, K., Lavecchia, C., Langlois, D.: Mitg monolingual and
bilingual corpora. Intelligent Data Analysis (IDAY(6) (2010)

11. Och, F.J.: An efficient method for determining bilinguadrd classes. In:
Proceedings of EACL, Bergen. (1999) 71-76

12. Zitouni, ., Smaili, K., Haton, J.P.: Statistical larame modeling based on
variable length sequences. Computer Speech and Landuégy®) (2003)
27-41

13. Smaili, K., Brun, A., Zitouni, I., Haton, J.: Automatiao@manual clustering
for large vocabulary speech recognition : A comparativeystin: Proceed-
ings of the European Conference on Speech Communicatioheathology
(EuroSpeech’99). (1999)



208 C. LATIRI, K. SMA LI, C. LAVECCHIA, C. NASRI, D. LANGLOIS

14. Agrawal, R., Imielinski, T., Swami, A.: Mining assodat rules between
sets of items in large databases. In: Proceedings of the AGBWISD Con-
ference, Washington, DC, USA. (May 1993) 207-216

15. Chang, K.Y.: Efficient sequential pattern mining by loiteafirst ap-
proach. Master thesis, Available at http://web.manageminedu.tw/
chinese/im/theses/r92/r91725010.pdf, Accessed on reépte 21, 2010.,
National Taiwan University (2004)

16. Koehn, P.: BRoOPARL A multilingual corpus for evaluation of machine
translation. In: Proceeding on the MT Summit, Thailand 0&0

17. Och, F., Ney, H.: Discriminative training and maximunrepy models for
statistical machine translation. In: 'Annual Meeting oétAssociation for
Computational Linguistics, Philadelphia, PA, USA (July02)295-302

18. Papineni, K., Roukos, S., Ward, T., Zhu, W.JLEB: a method for automatic
evaluation of machine translation. In: Proceedings of te Annual Meet-
ing on Association for Computational Linguistics (ACL'022001) 311-318

CHIRAZ LATIRI

URPAH TeEaM, COMPUTERSCIENCESDEPARTMENT,
FACULTY OF SCIENCES OFTUNIS, EL MANAR UNIVERSITY,
TUNISIA

E-MAIL : <CHIRAZ.LATIRI @GNET.TN>

KAMEL SMAILI

LORIA, SPEECHGROUP, VANDOEUVRE NANCY,
FRANCE

E-MAIL : <KAMEL .SMAILI @LORIA.FR>

CAROLINE LAVECCHIA

LORIA, SPEECHGROUPR, VANDOEUVRE NANCY,
FRANCE

E-MAIL : <CAROLINE.LAVECCHIA @LORIA.FR>

CYRINE NASRI

URPAH TEAM, COMPUTERSCIENCESDEPARTMENT,
FACULTY OF SCIENCES OFTUNIS, EL MANAR UNIVERSITY,
TUNISIA

E-MAIL : <CYRINE.NASRI@GMAIL .COM>

DAVID LANGLOIS

LORIA, SPEECHGROUP, VANDOEUVRE NANCY,
FRANCE

E-MAIL : <DAVID .LANGLOIS@LORIA.FR>



