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Large-vocabulary Lexical Choice
with Rich Context Features

YUSUKE MATSUBARA1 AND JUN’ICHI TSUJII1,2

1 The University of Tokyo, Japan
2 Manchester Interdisciplinary Biocentre, UK

ABSTRACT

This paper shows that syntactic information improves large-scale
statistical lexical choice. Given a set of possible words to use, sta-
tistical lexical choice is the task to choose the most appropriate
word to fill a gap in a sentence. The state-of-the-art methods of
statistical lexical choice either rely only on window-based cooc-
currence information or are focused on to specific word classes.
We present a discriminative model of statistical lexical choice
with local syntactic features and document-level features, in ad-
dition to window-based features. We evaluated our systems in
the setting where we try to select the best substitution candi-
dates for all occurrences of the content words, as well as in the
smaller evaluation sets used in previous works. Experimental re-
sults on Penn Treebank and BLLIP corpus showed that the pro-
posed method outperformed the state-of-the-art methods and that
syntactic features improved the performance of prediction of lex-
ical choice.

1 INTRODUCTION

Choosing a right word that conveys the meaning in mind is a difficult task,
even for human. We encounter similar challenges in constructing systems
in various application areas of natural language processing, including text
information retrieval, machine translation and natural language genera-
tion. In most text collections including highly specialized ones, writers
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may use different expressions to denote the same concept. This issue,
which is known as synonymy or lexical variation, has significant impor-
tance in improving coverage of IR systems. In machine translation, the
selection of translation words is an important subtask, especially when
the output of the system should fit to a specific style or controlled vo-
cabulary [1]. Another straightforward application is the lexical chooser
in natural language generation systems [2]. A lexical chooser chooses the
most appropriate lexical entry from the lexicon, given a semantic repre-
sentation of the text to be generated. Having an accurate lexical chooser
in natural language generation is important especially when the size of
the vocabulary is large.

The task of choosing a right word given a context, which we call
lexical choice, strongly relates to paraphrasing. In both of the two areas,
we try to model synonymy of the words that occur in corpora. The results
of paraphrasing methods are usually evaluated by comparing each set
of the output expressions with those taken from thesauri constructed by
human. It means that they aim to build context-independent knowledge
of synonymy. While paraphrasing takes more importance on the aspect
of unsupervised mining of synonymous expressions from corpora, lexical
choice focuses on how to filter true synonyms from a set of substitution
candidates, given a specific context.

To obtain accurate models of synonymy, it is necessary to capture
context information. Strictly speaking, it is almost impossible to have a
perfectly-interchangeable set of expressions in natural language.3 For
example, people may accept that the verbcommandcan be replaced with
tell in a sentence of military-related context, such asThe generalcom-
manded/toldthe officers that .... The two wordscommandandtell are ob-
viously non-interchangeable in general context, but can be interchange-
able if the context supports that substitution.

This motivates the statistical modeling of lexical choice, which aims,
unlike traditional context-insensitive approaches to paraphrasing, to find
which set of expression can be used interchangeably, given a specific
context. A more formal description of lexical substitution will be given
in Section 2.

Previous researches on lexical choice mostly focused on either the
use of local context or limited coverage of vocabulary, as discussed in
Section 3. In this paper, we propose to use wider context that spans over

3 In this paper, we refer to the task defined in Section 2 aslexical choice, lex-
ical substitutionor context-sensitive lexical parphrasing, following different
terminologies of previous researches.
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syntactic phrases and a document, and evaluate with a more realistic size
of vocabulary.

2 TASK DESCRIPTION

Following [3] and [4], we define the task of lexical choice as follows.
We are given a sentence, candidate substitutions, and alexical gap,

or a position which has to be filled with one of the candidate substitu-
tions. Our task is to choose the most appropriate word from the candidate
substitutions considering the context surrounding the lexical gap.

Let us illustrate the task description with an example of a computer-
aided writing system composed of a paraphraser and lexical chooser. A
user of the system inputs a sentence “Workers dumped large burlap sacks
of the imported substance[p1] into a huge bin.” In the sentence, with a
mark [p1] he tells the system that he has low confidence in his selection
of the marked word and wants the system to suggest better alternatives.
The system generates candidate expressions for the marked position, or
lexical gapdenoted by[p1]. First, the paraphraser retrieves candidate sub-
stitutions, that is, expressions that are synonymous to the input expression
substance, such assubstance, stuff andmaterial. Then, from the candi-
date substitutions, the lexical chooser chooses the substitution that is most
probable to be placed in the lexical gap, typically by exploiting the infor-
mation from available large scale corpora.

3 PREVIOUS WORK

In this section, we summarize existing approaches to context sensitive
lexical paraphrasing.

A number of statistical measures has been proposed to measure how
much a candidate word is relevant to the surrounding context. Among
different statistical measures for the appropriateness of a candidate sub-
stitution to a lexical gap, t-score[3], the conditional probability given the
local syntactic context [2], PMI score [4] achieved the best accuracy for
the test set provided by Edmonds [3]. As the first method to tackle the
problem of context sensitive lexical paraphrasing, Edmonds [3] proposed
to use the sum oft-scores of the cooccurrences of a candidate word and
context words. Inkpen [4] improved Edmonds’ method by using Point-
wise Mutual Information (PMI) criteria [5] to measure the associations
between a candidate word and the context surrounding the target lexical
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gap the system tries to fill in. The appropriateness of a candidate wordt
to the context is measured by sum of the PMI scores defined as

PMI(w−1
−k, wk

1 , t) =
∑

w∈(w−1
−k∪wk

1 )

C(w, t)N
C(w)C(t)

, (1)

wherew−1
−k denotes thek preceding words to the lexical gap,wk

1 denotes
the k following words to the lexical gap,C(·, ·) denotes the number of
the cooccurrences of two words,C(·) denotes the frequency of a word,N
denotes the total number of word tokens. Gardiner and Dras [6] presented
an approximation of Inkpen’s method to accommodate the corpora with
provided asN -gram instead of full text.

Bangalore and Ranbow [2] were first to model the task of lexical
choice as a multi-class probabilistic classification. They proposed a me-
thod to fill a lexical gap by using local syntactic information provided by
their syntactic chooser for natural language Generation. In similar task
settings, Inkpen significantly improved her unsupervised PMI method
with a boosting method with the features of PMI scores and word oc-
currences in the context windows [4]. Connor and Roth [7] proposed a
bootstrapping approach composed of weak learners and a global classi-
fier. A set of weak learners which correspond to context words in a fixed-
length window and dependency relations surrounding each lexical gap. A
binary classifier with global features, which learns from the aggregated
prediction of the weak learners, tries to predict whether the substitution
is appropriate or not, given tuple of a original word, a word to substitute
with, a context sentence that contains the original word.

It has still not been clear how well lexical choice works for larger
vocabulary size, for example, thousands of words or more. In the works
that shares Edmonds’ experimental setting [3, 4, 6], they only evaluated
the performance for specific seven synonym sets composed of the words
with less polysemy and similar frequency. The reason why they used
such controlled evaluation set was that they wanted to focus on exploring
other features than word frequency. Another approach is to treat lexical
choice as a binary classification of word substitutions. The existing meth-
ods among that type either cover only a specific class of words, such as
verbs, in order to exploit local syntactic structure [7], or were evaluated
against a human-annotated, but small set of lexical substitutions [8].

We consider that it is promising to apply lexical choice to the term ex-
pansion in IR. While traditional term expansion methods without actual
user feedback improve the recall of IR systems, it has been well known
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that they also tend to invite the risk of degradation of precision [9]. When
we have an accurate and wide-coverage lexical choice module, we may
achieve improvement of recall with less noisy expansion, by filtering out
the expansion candidate which are inappropriate to the surrounding con-
text.

Aiming to the application to term expansion explained above, we fo-
cus on constructing models of lexical choice with a larger vocabulary,
which provides a more realistic estimation of the effectiveness of lexical
choice for the application of IR.

4 PROPOSED METHOD

Our system is composed of two main steps: substitution candidate gener-
ator and substitution selector. Given an input document, in the first step,
the candidate generator spots the word occurrences which can be sub-
stituted, and assigns possible substitution candidates to it, using simple
dictionaries of substitutions. In the second step, the substitution selec-
tor assigns probabilities to the candidates based on a single maximum
entropy model, which allows us to use rich features including document-
based features in a single multiclass classifier setting for this problem.
We describe each step in detail in the following sections.

4.1 Substitution candidate generation

We generate lexical gaps and substitution candidates by simply matching
the given document with asubstitution dictionary. A substitution dictio-
naryprovides a mapping from a pair of word and its part-of-speech (POS)
to the set of its substitutions, which can replace the input word insome
context. This assumption on dictionaries allows us to exploit an automati-
cally extracted dictionary of substitutions or a domain-specific dictionary
curated by human, although we used only a WordNet[10]-derived substi-
tution dictionary in the experiment presented in this paper. Note that, for
polysemous words, we simply use a merged set of the words taken from
all of their synsets and let the system to choose correct ones considering
the context.

4.2 Substitution Selection

Given the contextC and the set of candidate substitutionsS, employing
the maximum entropy framework [11], we directly model the conditional
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probability of the candidatew ∈ S,

P (w|S;C) =
exp [Λ · F (w,C, S)]∑
v∈C exp [ΛF (v, C, S)]

, (2)

whereF = {f1, f2, · · · , fK} is a feature vector andΛ is the weight
vector. We obtain the most probable substitution candidateŵ for givenC
andS as

ŵ = argmax
w∈C

P (w|S;C) (3)

Here, we choose a point-wise prediction approach, rather than se-
quential / global optimization approach. Point-wise approaches allows us
to try a wide range of features without taking inhibiting computational
cost. Instead, it doesn’t allow us to directly model the consistency of a
combination of predictions.

We will try to capture the consistency as features, as described in the
following sections and listed in Table 1. We will discuss limitations of
this approach in Section 6.

4.3 Training

In order to obtain labeled examples used to train this model, we make a
naive assumption that a choice of a word in a given context is correct if
and only if the same choice is found in the training corpus. We extract
training examples from a POS-tagged corpus by generating lexical gaps
and substitution candidates in the same manner as explained in Section
4.1, and assigning positive labels to the actually used words in the train-
ing corpus and negative labels to those which is not used, based on the
assumption above.

4.4 Feature extraction

In order to capture different levels of context in a document, we use three
different sets of features:window-based features document-based fea-
tures. In addition that, we also use simple but effectivebaseline features.
window-basedandbaselinefeatures were essentially the same ones as
used in [4].

A window-based featureis a function defined on a fixed-length win-
dow surrounding the target lexical gap. Adocument-based featureis a
function defined on the bag-of-words of the document which contains
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the target lexical gap. By using document-based features, we can capture
the word associations that occur in long-distance context, including the
consistency of the wording across the document.

In syntax-based features, we use the information from the result of
syntactic parse of the given sentence. The feature calledsubtreein Ta-
ble 1, which is one of the syntax-based features, captures the association
of a simplified syntactic position and a candidate word. This feature is
meant to be beneficial, for example, when the candidate noun has strong
tendency to be modified by some adjectives.

For example, from the candidate wordchairmanin the following sen-
tence,

Mr. Vinken is chairman[p1] of Elsevier N.V., the Dutch
publishing[p2] group.

we can extract following features.
For the candidatechairmanin the gap[p1]:

Feature Value
frequency -10.9
unigram chairmantrue
pmi of,chairman 0.102
pmiavg 0.0615
...

For the candidatepublishingin the gap[p2]:

Feature Value
frequency -10.9
unigram publishing true
pmi Dutch,publishing 0.102
pmiavg 0.0615
subtree publishing,DT/NNP/ * VBG/NNtrue
...

All the features used in the experiment are listed in Table 1.

4 The value of frequency feature can be real-valued, when we perform normal-
ization.
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Table 1.List of features

Feature template Type Definition Value type
frequency (w) baseline frequency ofw integer4

unigram v(w) baseline true iff w is v binary
pmi v(w) window PMI(v, w) for p preceding /q

following words
real

pmiavg (w,S) window
P

v∈window PMI(v, w)

window size

real

cache w(w,S) documenttrue iff w is seen somewhere
else inS except for the original
position

binary

cache-l w(w,S) documenttrue iff the lemma ofw is seen
somewhere else inS except for
the original position

binary

cache-o w(w,S;C) documenttrue iff the lemma of one ofC
is seen somewhere else inS

binary

subtree v, t(w,S;C) syntax true iff the sequencet matches
the sequence of the tags of the
sibling node ofw in S andv

binary

unigram+pos v, syntax true iff the pair of surface and
POS (w,S) equals to (v,T )

binary
T (w,S)

5 EXPERIMENTS

In this section, we compare our all-words maximum entropy model and
new document-based features with the Inkpen’s supervised method de-
scribed in Section 3.

5.1 Experimental settings

Table 2.Tasks and corpora

Source corpus #word tokens
Sample words taskTraining BLLIP 1988 + Penn Treebank 16893445

Testing BLLIP 1987 22926540
All words task Training Penn Treebank 10778880

Testing (4-fold cross validation) -
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Table 3.Part-of-speech mappings

mapping A mapping Btarget POS
NN,NNS,NNP,NNPS NN noun

JJ ,JJR,JJS JJ adjective
VB,VBD,

VBG,VBN,VBP,VBZ
VB verb

others others ignored

Table 4.Edmonds’ seven evaluation sets for lexical choice

Part-of-speech substitution candidates5

adjective difficult, tough, hard
noun error, mistake, oversight
noun job, task, duty
noun responsibility, commitment, oblig-

ation, burden
noun material, stuff, substance
verb give, provide, offer
verb resolve, settle

We evaluated our methods with two tasks. The first one, which we
call sample-wordstask, is the mostly same experimental setting as [4].
The second one, which we callall-wordstask, is a task in which we try to
substitute all of the content words. Table 2 shows statistics of each task.
Note that the number of testing samples is very different since we do not
limit the substitution candidates to specific set.

In training of both of the two task, we generated substitution candi-
dates using a substitution dictionary that maps a POS-tagged word to the
words connected by at least one synonymy relation in WordNet 3.0 [10],
which has 117,659 words and 206,941 senses. The parts-of-speech are
converted using the mapping A shown in Table 3.

We trained our models with the extracted samples from all sections of
the Penn Treebank corpus 3.0 [12] and the sections W8001 to W8019 of
BLLIP 1987-89 WSJ Corpus. We filtered only the parts-of-speech start-
ing with NN (nouns),JJ (adjectives),VB (verbs) andRB (adverbs) as
targets of substitution.

Testing differs for each of the two tasks. In the first setting, which we
call sample-wordstask, we compared our method with previous meth-
ods of Edmonds’ and Inkpen’s, by evaluating the prediction accuracy for

5 Originally Edmonds referred to it asnear-synonyms[3].
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the same corpus, Wall Street Journal of 1987, used by their evaluation.
Specifically, we generated lexical gaps and substitution candidates us-
ing Edmonds’ seven near-synonym sets shown in Table 4 for evaluation,
which is shared by [3], [4] and [6].

In the second setting, which we callall-words task, we tried to sub-
stitute all the content words in the given text. The intention behind this
setting is that we want to evaluate for a wider-coverage of substitution
candidates, aiming to applying lexical substitution to term expansion in
IR.

We evaluated our models with the extracted samples from the sec-
tions W7001 to W7127 of BLLIP 1987-89 WSJ Corpus. PMI scores
are estimated on the sections from W8001 to W8108 and from W9001
to W9 41 of BLLIP WSJ Corpus, with the 5 words window and normal-
ization with a sigmoid function. Note that the corpus used to estimate
PMI was a relatively small corpus consists of domain specific texts.

For preprosessing the queries to substitution dictionaries and for the
cache-l feature explained in Table 1, we lemmatized the target words
by using the rewriting rules and exception lists provided in the WordNet
implementation. For the parameter ofpmi features, we usedp = 3 and
q = 2.

Since Inkpen did not explicitly mention about how she obtained and
used part-of-speech information to identify target gaps to fill, we could
not make faithful reproduction of her experimental settings. Gardiner [6]
also reported similar difficulty in reproducing the settings. As a result,
the sample-words task is slightly different from Inkpen’s task. This dif-
ference can be seen in the difference between the numbers of the test sam-
ples. We assume that this difference comes from the different mappings
from fine-grained parts-of-speech in the corpus to WordNet’s coarse-
grained ones. Table 3 shows two criteria we used to map from the tag
set of Penn Treebank to three coarse parts-of-speech, namely, noun, ad-
jective and verb, which are used in WordNet.

5.2 Evaluation method

Since the cost of human judgements for the size of corpora given in Table
2 is prohibitive, we evaluate the results with the exact match to the orig-
inal word in a gap. This evaluation also serves as a mean to compare our
method with previous researches, since this was the one used by the state-
of-the-art method of Inkpen’s [4]. As Inkpen mentioned, the exact match
gives substantial underestimation of the true accuracy, since some of the
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substitution candidates other than the original one can be acceptable in
the given context.

5.3 Experimental results

Table 5.3 shows the experimental results of Sample-words task. Table
5.3 shows the experimental results of All-words task. Every difference
between a pair of accuracy values listed in the tables is shown to be sta-
tistically significant using McNemar’s test withp < 0.05.

Table 5.3 shows the performance comparison of the proposed method
(Proposed-A, Proposed-B) with the state-of-the-art method of Inkpen’s
(Inkpen). In this result, we used the setting of sample-words of Table 2
to obtain the almost same experimental condition as Inkpen’s. The suffix
“-A” or “-B” denotes the part-of-speech mapping chosen from the two in
Table 3. The suffix “+Doc” denotes that we used document-based features
in addition to baseline and window features given in Table 1. Similarly,
“+Syn” denotes the incorporation of syntax-based features.

The proposed method outperformed the state-of-the-art of Inkpen’s
against the test sets of nouns and adjectives. Both of Proposed A and
Proposed-B make the use of the essentially same feature set as the Inkpen’s
method. We suppose that the improvement came from the fact that we
used a domain-specific corpus when PMI scores are calculated, whereas
Inkpen used web derived data of general domain.

Furthermore, the incorporation of document-based features slightly
improved the performance of the proposed method in nouns and adjec-
tives. However, the same incorporation was not effective for the verbs in
the test set of sample-words.

In all-words task, in contrast to sample-words task, the incorporation
of both of document-based and syntax-based features improved the accu-
racy significantly.

6 DISCUSSION AND FUTURE DIRECTIONS

6.1 Differences between Sample-words and All-words

Our models showed substantially different results between sample-words
and all-words tasks. An important difference was that syntax-based fea-
tures improved the results of all-words task. We suppose that this is caused
by the difference of quality of candidate sets. In fact, in sample-words
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Table 5.Accuracy for sample-words task on BLLIP corpus of Wall Street Journal
1987

Acc. (noun
and adj.)

Acc. (all)

Inkpen 70.01 65.16
F0 70.01 65.16
A 70.95 58.29
B 72.03 65.03
A +Doc 71.09 58.18
B +Doc 72.19 64.63
A +Doc+Syn 65.96 50.73
B +Doc+Syn 64.13 45.49

Table 6.Accuracy for All-words task on Penn Treebank

Acc.
(noun

and adj.)

Acc. (all) #samples
(noun and

adj.)

#samples

A 79.23 75.07 86179 122131
A +Doc 81.20 77.00 86179 122131
A +Doc+Syn 81.59 77.47 86179 122131

task, candidate substitutions has really similar usages including subcate-
gorization of arguments. Similar claim has been mentioned in [4], where
it was claimed that Edmonds’ sets were close enough to WordNet synsets.
In contrast to that, candidate substitutions in all-words task are more di-
verse including strong polysemy that can have clearly separated word
usage associated with the context. We suppose that subtle distinction of
among the sets like WordNet synsets may not lead to benefit of appli-
cation tasks including term expansion, while the effectiveness of syntax-
based and document-based features in all-words is a promising result to-
wards such applications.

6.2 Contribution of document-based features

Document-based features improved the performance both in all-words
and sample-words tasks. This suggests that it is important to catch the
consistency of terminology in choosing a word from synonymous candi-
dates.
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However, we should be careful about the fact that we took point-wise
prediction strategy, which means that in the selection for gap, we assumed
correct predictions in other gaps. In real applications, we may want to
perform lexical choice for different gaps at the same time. In such cases,
point-wise assumption may not be appropriate.

6.3 Lexical variation and ambiguity

People use different terminologies to tell the same thing, according to
the writer’s and/or reader’s background. This fact suffers IR systems
through two ways; lexical variation and lexical ambiguity. Lexical vari-
ation in natural language texts, including spelling variation, abbreviation
and aliases, makes it difficult for IR systems to find the relevance between
queries and documents. Lexical ambiguity, which sometimes cooccurs
with lexical variation, is the problem that a term can refer to more than
one thing. A typical example of lexical ambiguity is the wordpitch, which
can refer to a throw of a ball, to the property that describes the frequency
of sound, or to a sticky substance secreted by trees. There is a need for
disambiguating ambiguous terms in queries or documents, since they can
cause wrong association between queries in IR systems.

A common approach to solving lexical variation is the expansion of
terms used in documents and queries. In expansion approaches to lexical
variation, there is a risk of introducing noise in inappropriately expanded
terms via a non-relevant sense to the context.

To solve lexical ambiguity and lexical variation at the same time,
many researchers have been trying to effectively apply word sense dis-
ambiguation (WSD) to IR. In the early attempts in applying WSD to IR,
while researchers found there was ambiguous terms in real environment
of IR, they achieved little improvement [13]. By introducing artificially
created pseudo ambiguous words, Sanderson analyzed the effectiveness
of WSD, changing the query length and the accuracy of automatic WSD
[14]. He found that, as for query length, WSD was more effective on
queries with less terms, such as one or two; as for WSD accuracy, he
concluded that at least 90% accuracy is required to make improvements
in IR performance.

An inherent limitation of WSD-based approaches to lexical variation
is that it is not clear what level of granularity is most appropriate for IR.
It may be even better to have different level of granularity according to
the domain or topic of specific applications, than to have a single con-
sistent criteria. For example, WordNet[10] version 3.0 gives two distinct
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senses to the wordAtlanta. One refers to the capital of Georgia in the
United States of America. The other refers to a historic battle during the
American Civil War. On the other hand, Wikipedia provides more than
thirty referents including eighteen place names and five ship names, for
the wordAtlanta6.

Lexical substitution has been studied as a “relaxed” version of word
sense disambiguation, in which one do not prepare a predefined set of
senses, or sense inventory. In the approach of lexical substitution, instead
of having sense inventories, one tries to find a set of possible substitution
for a word and select the best candidate given a specific context of the
word token [15].

6.4 Remaining problems

The most important part missing in this work is finer evaluation of our
method. Our evaluation framework is not as accurate as those used in
word sense disambiguation or paraphrasing, in which human annotated
corpora or human judgement is used. Since our evaluation measure mis-
judges some correct answers as errors, as discussed in Section 6, the ef-
fectiveness of document-based and syntax-based features should be fur-
ther investigated in the evaluation framework with human judgment such
as lexical substitution tasks [15].

Meanwhile, we also can evaluate our method in terms of performance
on real-world applications including machine translation and information
retrieval. Real-world applications might not be affected by the noise in the
training data, especially when the size of training data is large.

7 CONCLUSION

We have seen that in our all-words task that has larger vocabulary of can-
didate substitutions, rich features—including document-based and syntax-
based features—improved the performance of context sensitive lexical
choice.

6 Atlanta (disambiguation). (2009, August 17). InWikipedia, the free ency-
clopedia. Retrieved on 13:47, October 1, 2009, from http://en.wikipedia.org/
w/index.php?title=Atlanta(disambiguation)&oldid=308397379.
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Folding FrameNet – Unfolding Its Potential?
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ABSTRACT

FrameNet holds intuitive appeal as a resource that provides valu-
able semantic information for NLP systems, but its impact on
NLP applications consistently falls short of expectations, due to
the poor performance of frame-based semantic parsers. Sparse
data and high granularity have been identified as interrelated
reasons. In this paper, we study the effect of coarsening Frame-
Net, using a tool for automatic merging of frames and lexical
units. We report results of experiments carried out to assess the
effect of granularity reduction on parsing performance and on
the discriminative power of frame information for the RTE task.
A qualitative examination of annotation changes affected by the
merging process leads to interesting conclusions concerning gen-
eral desiderata in semantic processing and in FN-based lexical-
semantic modeling, and on the general usefulness of granularity
reduction.

1 INTRODUCTION

Predicate-argument structure has become a central part of information
extraction, question answering and other information access tasks [1–3].
The most widely used resources for modeling predicate-argument struc-
ture in English are PropBank [4] and FrameNet [5]. PropBank abstracts
over variations in the syntactic realization of an individual verb’s seman-
tic roles. PropBanks are available for an expanding set of languages, they
can be created efficiently and have been integrated into a number of NLP
systems [6]. PropBank analysis is, however, rather syntax-dependent, and
it does not generalize across lemma boundaries. FrameNet (henceforth
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also: FN) provides such generalization by grouping relevant senses of
different lemmas into the same frame with a shared set of semantic roles,
called Frame Elements. Moreover, FN organizes both frames and frame
elements into a hierarchy using several types of semantic relations. Via
its frame-to-frame relations, FN also models presuppositions of events
and generates expectations in the sense that event types (frames) are con-
nected through sequential and other relations. Finally, frame structures
are language-independent, and thus suggest themselves for cross-lingual
applications.

We use an example from the RTE-2 challenge [7] to illustrate FN’s
contribution to NLP applications. The RTE task consists in determining
whether a text entails a hypothesis in a common-sense way. It uses data
from IR, IE, QA and Summarization to form positive and negative text-
hypothesis pairs.

(1) T:. : Mr. Fitzgerald revealed he was one of several top officials
who told Mr. Libby in June 2003 that Valerie Plame,wife of the
former ambassador Joseph Wilson, worked for the CIA.
H:. Valerie Plame ismarried to Joseph Wilson.

Frame semantic analysis with a well-performing shallow semantic parser
would showwife in the text andmarried in the hypothesis to both belong
to thePersonal relationship frame, constituting evidence that
entailment holds.

Despite the intuitive appeal of FN, its impact on NLP applications
falls short of expectations. An often-mentioned practical drawback is the
lack of coverage, due to the incompleteness of the FN database [8]. Even
more importantly, it is very difficult to leverage the information which
is covered by the FN database for practical tasks [9]. Existing FN-based
shallow semantic parsers show consistent low performance, in contrast
to the rather impressive accuracy of PropBank role labelers. Of course,
the task of assigning frame structures is more ambitious and thus sim-
ply harder. But another reason may be that FN is just too fine-grained to
allow robust shallow semantic parsing. On the one hand, the high granu-
larity increases the problem of data sparseness: for many frames, frame
elements and lexical units, the FN corpus contains only few annotated
training instances. On the other hand, it seems that semantic distinctions
often are too subtle for parsers – and for humans.

In this paper, we study the effect of systematically coarsening FN.
This directly addresses problems of granularity and indirectly issues of
coverage and sparsity: the merging of senses provides more annotated
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instances for the remaining word senses and may eliminate word senses
that are defined by FN but not backed by annotations. We use the recently
presented FN transformer, which automatically merges frames or word
senses and changes annotations of corpus data according to user speci-
fications [10], to systematically vary the granularity of FN, and evaluate
the effect of frame folding on parsing accuracy. By themselves, effects
on parser performance are of limited interest since frame folding implies
a reduction of alternative target annotations, almost trivially entailing an
increase in accuracy. The interesting question is this: Does parser im-
provement come at the cost of losing relevant semantic information? Or
could we even gain information through additional cases of semantic re-
latedness becoming apparent through the merging process? To answer
these questions, we build on the experimental setup of Burchardt et al.
2009 [9] for evaluating the impact of FN on the task of Recognizing Tex-
tual Entailment (RTE).

These authors use the FATE corpus [11], which contains manual frame
semantic annotations for the RTE-2 test set, as a gold corpus. Unlike end-
to-end evaluations, this setup allows them to separately measure FN’s
coverage, the performance of semantic parsers, and the discriminative
power of frame-semantic information for entailment recognition. Con-
cerning the latter, they find a discriminative effect of frame information
on the entailment task which significantly exceeds a simple word-overlap
measure. However, this positive effect can only be measured on the gold
corpus; in a realistic setting it is offset by noisy parser output. We repli-
cate their experiments in a somewhat modified version with FNs of differ-
ent granularity to assess whether coarsening can lead to better automatic
parser performancewhile avoiding the loss of relevant information.

Our evaluation shows that parsing results improve significantly by
merging, but there is no significant gain in discriminative power. We
complement the quantitative evaluation by a qualitative examination of
those entailment pairs which are affected by the merging process. This
leads to interesting conclusions concerning general desiderata in seman-
tic processing and in FN-based lexical-semantic modeling, and on the
general usefulness of frame-folding.

This paper is structured as follows. In section 2, we discuss related
work. In section 3, we report on experiments in which we systematically
explore the coarsening of FN with the FN transformer tool and its effect
on the performance of a statistical semantic parser. In section 4, we use
the output of the best transformer setting and replicate parts of Burchardt
et al.’s study (2009) on the impact of frame semantic information on the
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RTE task. In section 5, we present a qualitative evaluation of the effects
of collapsing frame and lexical unit distinctions. In section 6, we offer
our conclusions.

2 RELATED WORK

McConville and Dzikovska [12] pursue an approach aimed at reducing
FrameNet’s granularity. They build a new semantic resource by deriving a
verb lexicon for deep syntactic parsing from the annotations in FrameNet
using theInheritance relation between frames and theCoreSet re-
lation between Frame Elements to reduce the set of semantic roles. Their
lexicon comes, however, without an appropriately updated corpus. There-
fore, it cannot be used to train a shallow semantic parser. Ruppenhofer et
al.’s [10] transformer tool, which we will use in this paper, was specifi-
cally created to allow for experimenting with different levels of granular-
ity in FrameNet to suit NLP applications.

Matsubayashi et al. [13] focus on the sparse-data problem for role
assignment. They compare various ways of generalizing across seman-
tic roles. F̈urstenau and Lapata [14] propose a semi-supervised approach
to augment the training material for verbs known to FrameNet based
on small seed sets. The performance effects on a semantic role labeler
are limited and they are best for smaller seed sets. In another paper,
Fürstenau and Lapata [15] propose a semi-supervised approach to assign
instances of verbs that are unknown to FrameNet to suitable frames. Fur-
ther coverage-related work concerns type-based lexical unit induction.
Pennacchiotti et al. [16] use vector space models and WordNet relations
to assign unknown predicates to the most similar frame.

3 PARSING EXPERIMENTS

In this section, we discuss how some of FrameNet’s frame and word sense
distinctions can be collapsed in a linguistically motivated way, and mea-
sure the effect on the performance of a shallow semantic parser. To this
end, we systematically explore different parameter settings for the Frame-
Net transformer tool to produce modified versions of the FrameNet data.
We then train and test a statistical semantic parser on the modified Frame-
Net data to evaluate its performance.

We use FrameNet’s official release 1.3 and modified versions of it
that we generate using the transformer tool. FrameNet release 1.3 has 795
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frames and 10195 lexical units (word senses), belonging to 8365 different
lemmas. 6728 lexical units are exemplified with annotated instances that
can be used as training data.1

3.1 Frame Folding

The FrameNet Transformer tool gives users a possibility to automatically
coarsen the FrameNet sense inventory in an iterative procedure. The tool
automatically merges either entire frames, if they stand in appropriate
frame relations chosen by the user, or word senses of lemmas that belong
to frames related by the specified relations. In the latter mode, only word
senses standing in a child-ancestor relation are merged. In either mode,
the transformer automatically outputs format-compliant FrameNet ver-
sions, including modified corpus annotation files that can be used for au-
tomatic processing. Users can vary the behavior of the FN transformer by
setting paramaters. For our experiment, we selected eight linguistically
reasonable parameter combinations. We describe and motivate them in
the following.

Type of merger.Frame-based merging aims at reduction of frame
granularity and providing larger sets of training data per frame. Lexical-
unit based merging aims at reduction of word-sense ambiguity, and leaves
the frame structure unchanged. We tested frame-based and LU-based
merging, as well as combinations of the two in either order. In Table 1
below, we use F to designate a frame based merger, L to designate lemma-
based one, FL for a sequence of frame-based merging followed by LU-
based merging, and LF for a sequence of mergers in the reverse order.

Frame relations licensing merge.The FrameNet database employs
different frame-to-frame relations, a subset of which can be specified
by the user of the transformer tool. In the frame-based mode, the trans-
former merges those pairs of frames which are connected by licensing
relations. In the LU-based mode, the transformer traverses licensing rela-
tions downward from the frame of the target LU to find lemma-identical
LUs to merge into the target LU. E.g., with the lemmadepart, the sense
in the frameDeparting can serve as a target for the sense in the child
frameQuitting a place , which is related by INHERITANCE. The
PERSPECTIVEON, SUBFRAME, INCHOATIVE OF, and CAUSATIVE OF

relations are reliable indicators of close semantic relatedness. We use
1 Very recently, FrameNet made available a new release, 1.5. Its format is dif-

ferent from release 1.3 and therefore not compatible with the FrameNet trans-
former tool we use.
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them throughout in our experiments. We exclude the USING relation be-
cause it often connects frames that are only vaguely related. INHERI-
TANCE is not a clear positive candidate because the semantic step length
between frames connected by this relation varies greatly. We carry out
every experiment in two versions, one with and one without INHERI-
TANCE as a licensing relation. In the Setting column of table 1, we refer
to these versions as F+I, F-I, etc.

Stop frames.Stop frames are frames which may not serve as target
frames for frame-based mergers. Stop frames are highly abstract frames
like Event, Process, Transitiveaction, which are connected to large num-
bers of very different frames that we do not want to collapse. We use the
same set of 12 stop frames in all experiments. Stop frames are used only
in frame-based merging.

Number of iterations performed.The FN transformer proceeds iter-
atively, always merging (lexical units in) adjacent frames. We set the
number of iterations to 3 for frame-based merging, and 1 for LU-based
merging because only few additional mergers take place if one performs
additional iterations.

We use eight different parameter combinations, each starting from the
official FrameNet release and producing a different modified FrameNet
version. These parameterizations share the appropriate fixed settings but
vary with regard to merger type and the use of the INHERITANCE relation
in identifying source frames and LUs.

3.2 Parsing

To automatically annotate the nine (original and derived) versions of
FN, we used the Shalmaneser shallow semantic parser [17], which was
the only freely available parser for frame semantic role labeling at the
time.2 Shalmaneser breaks down the task of frame semantic annotation
into three ordered sub-problems (frame assignment, argument recogni-
tion, and argument labeling) which are modeled as modular, supervised
learning tasks. We used the default Naive Bayes classifiers that come with
Shalmaneser.

We trained and tested the Shalmaneser semantic parser in a 10-fold
cross validation setting. We trained each system only on those lemmas
that were affected in at least one of our eight experiments, because only in

2 The system Johansson and Nugues built for the Semeval-2007 task was no
longer available [18]. CMU’s SEMAFOR-system [19] became available too
late for use in this work.
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Table 1.Performance of SRL system trained on different versions of FN

ID Setting LU
red.

avg. #
senses

frame
assign.

arg. recognition arglab

acc. prec. rec. f-score acc.
- ORIG 0 1.66 0.938 0.852 0.697 0.766 0.762
1 F, +I 153 1.55 0.944 0.846 0.682 0.755 0.746
2 LF, +I 397 1.36 0.963 0.842 0.674 0.749 0.741
3 L, +I 353 1.39 0.958 0.845 0.691 0.760 0.746
4 FL,+I 369 1.38 0.956 0.843 0.676 0.750 0.738
5 F, -I 112 1.58 0.943 0.848 0.680 0.755 0.750
6 LF, -I 339 1.40 0.958 0.846 0.677 0.752 0.742
7 L, -I 352 1.39 0.959 0.848 0.692 0.762 0.748
8 FL, -I 360 1.39 0.957 0.849 0.683 0.757 0.745

these cases the parser’s behavior may change. The data set contains 1300
lemmas and 36681 annotated frame instances (annotation sets). The 1300
lemmas involved have a total of 2163 word senses associated with them
in the official FrameNet release. 755 of the lemmas are unambiguous.
They are included in the data set because their single sense was affected
by a frame-based merger. 354 lemmas have 2 senses and 191 lemmas
have more than 2 senses. The reduction of senses in the sub-corpus under
consideration can be read off the third column of Table 1.

3.3 Results

The results of our experiments, shown in Table 1, confirm that we can
improve parser performance by collapsing certain distinctions made by
FrameNet. Not too surprisingly, frame assignment accuracy correlates
with the degree of frame ambiguity. The best performance on frame as-
signment results from experiment 2, where polysemy was reduced the
most, by combining LU-based merging with frame-based merging in that
order, and allowing INHERITANCE. Table 1 further shows that, unlike
with frame assignment, the modified FN versions cannot outperform the
original release when it comes to argument recognition and labeling.

4 RTE EXPERIMENTS

In our second experiment, we turn to the question how frame folding
affects the relevant semantic information contained in frame annotations.
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We draw on the work of Burchardt et al.(2009), who made a study of the
impact of frame semantic information on the RTE task. Like them, we
base our study on the FATE corpus.

4.1 The FATE Corpus

The FATE corpus [11] contains manual annotations of the RTE-2 test set,
consisting of 800 entailment pairs, 400 positive, 400 negative. In posi-
tive entailment pairs, the sentences are not fully annotated with semantic
frames but only on relevant spans which annotators deemed to have a
bearing on making the entailment decision. The FATE corpus contains
1686 sentences with 4490 annotated frame instances and 9518 role in-
stances.

Lemmas in FATE were annotated with frames in a rather flexible way.
For instance, annotators were allowed to apply frames to occurrences of
lemmas if the frames seemed to match the occurring word senses, even
if the lemmas were not listed in the relevant frames in FrameNet. Due to
this generous annotation policy in FATE, Burchardt et al. report a surpris-
ingly high coverage of 92% on frame instances. If we only consider an-
notated instances of frames for which the frame-evoking lemma is listed
in FN 1.3 and has training data, we are left with a total of 1519 frame in-
stances (34%) that the Shalmaneser parser can possibly handle.3 We call
this subset of FATE annotations FATE-strict.

To fairly assess the performance of the Shalmaneser semantic parser,
we use FATE-strict as a gold standard. We train the parser on FrameNet
release 1.3 and test it on FATE-strict. On the 1519 annotatable instances
in FATE-strict, the system achieves a precision of 86% and a recall of
close to 100% for frame assignment. Accordingly, accuracy also stands
at close to 86%, which is somewhat lower than the 93% accuracy value
we obtained when training and testing with Shalmaneser on FrameNet re-
lease 1.3. The precision and recall figures we obtained in our experiment
contrast markedly with the precision and recall values of 0.35 and 0.40
for Shalmaneser given by Burchardt et al., who evaluated Shalmaneser
against the full set of FATE annotations, including the cases that Shal-
maneser was not equipped to handle.

3 The Shalmaneser semantic parser can only assign a frame to a lemma instance
if it has seen training data for that lemma-frame pair. It cannot transfer what it
has learned on a lemma with training data for a given frame, to another lemma
without training data.
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4.2 Experimental Setup

We follow Burchardt et al 2009 in using the FATE corpus but we will not
attempt to replicate their experiments in full. The focus of our analysis is
on comparing versions of the FATE corpus which are annotated according
to frame schemas reflecting different levels of granularity.

The basic method is to extract frame-based statistical information
from the positive and negative entailment pairs in the annotated cor-
pus, respectively, and to measure the overlap of frame structures between
the text and the hypothesis sentences. The key assumption behind this
method is that the more of the semantic material in the hypothesis can
be ’embedded’ into the text, the more likely it is that an entailment rela-
tion exists between text and hypothesis. For the level of frames or word
senses, Burchardt et al. define aframe label overlap measure between
hypothesis sentences and the text sentences paired with them. Frame la-
bel overlap is defined as the percentage of frame labels in the hypothesis
which have a counterpart in the text. Frame label overlap is calculated
separately for the frames in all positive and negative pairs. The differ-
ence between these two scores is taken as a measure of the discriminative
power contributed by using frame semantic information.

Our major purpose is to compare the effect of frame folding on frame
label overlap information and difference values. We decided to only use
the maximally reduced FN version, produced by parsing experiment 2,
and compare it to the original FrameNet annotation because it leads to
the highest parser quality and provides us with the greatest amount of
possible frame assignment differences. We compute the overlap and dif-
ference scores for three versions of the corpus,

– the original generously annotated version of FATE, which we use as
a gold corpus; the scores give us information about how optimally
available FN information (at the original and reduced level of gran-
ularity) will be able to discriminate positive and negative entailment
cases

– FATE-strict, i.e., the corpus constrained to the parsable frame in-
stances; this is not very interesting in itself, but is needed for com-
parison with the third version:

– the constrained version of the corpus annotated by the Shalmaneser
system; the scores for this version are an indicator of how much
frame information can be accessed in a realistic setting.
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4.3 Results

Table 2 gives the detailed results of the experiment. In addition to the
frame overlap scores for positive and negative entailment pairs, and the
difference between the two, it shows the corresponding values for word
overlap measured on the sets of annotated instances in the generous and
the constrained corpus versions.

The results show that for all versions of FATE, frame label overlap
scores are higher than lemma overlap scores, underlining the fact that
frame semantic normalization brings out latent semantic overlap that is
not captured by lemma overlap alone. Also, we could replicate the re-
sult of Burchardt et al. that the difference in frame overlap outperforms
word overlap by 3.5%. Moreover, we achieve consistently higher frame
label overlap scores for the merged versions than on the corresponding
versions annotated according to the original FrameNet scheme. This is as
expected since the modified scheme reduces the number of frames. How-
ever, unlike what we had hoped for, we find that frame label overlap not
only increases on positive entailment pairs but also on negative ones. In
fact, for all three of the merged versions, there is a small decrease com-
pared to their full FrameNet counterpart versions.

Overall, the quantitative results seem to paint a disappointing picture
for the possible contribution that the collapsing of frame and lexical unit
distinctions could make to the task of entailment recognition. However,
before we accept such a general assessment we will take a closer look at
the corpus data themselves.

Table 2.Frame label and lemma overlap on entailment pairs

Pos Neg Diff
Gold Corpus Generous

Original FN 0.571 0.459 0.112
Merged 0.575 0.490 0.085
Lexical Overlap Baseline 0.450 0.373 0.076

Gold Corpus Constrained
Original FN 0.549 0.453 0.096
Merged 0.570 0.480 0.090
Lexical Overlap Baseline 0.525 0.410 0.115

Shalmaneser
Original FN 0.524 0.433 0.091
Merged 0.530 0.450 0.080
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5 QUALITATIVE STUDY

In order to get a better sense of the effect of collapsing frame and lex-
ical unit distinctions, we will examine the differences between original
and merged FrameNet annotation in detail. We will focus on the gener-
ous version of the gold corpus, to have a maximum amount of clean data
available. Actually, the subset of text-hypothesis pairs seeing changes in
their overlap score is rather small: 49 pairs out of 774 (6.3%). However,
note that 541 of the 774 pairs have at least one changed frame instance
in the transposed FATE (69.9%). Based on manual inspection of 50 ran-
domly chosen pairs with changing annotation and unchanged score, we
find that in the majority of cases (about 80%), a frame that is being shifted
occurs only on the T(ext) or only on the H(ypothesis) side, its shift thus
having no impact on the overlap score. In the remaining 20% of cases,
the same frame is changed in identical ways on both T and H.

We now focus on the 49 entailment pairs where relevant changes oc-
cur. In 17 cases, the change that occurs works in our favor. 11 cases are
textbook examples of what we hoped to achieve by folding frames: dif-
ferent lemmas and frames on positive pairs in the original version of the
corpus come to be aligned in the transformed corpus. An example of
this is (2), whereaccuseshifts fromNotification of charges to
Crime scenario on the H side, whilearrestandtry on the T side shift
to the same frame fromArrest andTrial , respectively.

(2) T: Wyniemko , now 54 and living in Rochester Hills , wasar-
restedandtried in 1994 for arape in Clinton Township.
H: Wyniemko wasaccusedof rape .

In the other 6 cases, frame instances in negative pairs that are aligned
in the original FATE come apart, yielding lower overlap scores. However,
under ideal conditions none of these changes would have happened, and
the lack of entailment would have been recognized by another module of
an RTE system. 4 of these cases are due preprocessing errors in the FATE
corpus (incorrect lemmatization). 1 case is the result of a coverage gap
in FrameNet and the two lemmas in question both should have moved
to the same frame. The final case involves two different lemmas on the
text and hypothesis side, which do not share the same kind of polysemy
and thus cannot move to the same frame during the lexical-unit based
second merger phase of parsing experiment 2. The relevant case is (3),
wherehangandexecuteboth have senses in theKilling frame but only
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executehas a sense in theIntentionally act frame, with which its
Killing sense can merge in the LU-based merger step.

(3) T: Some 420 people have beenhangedin Singapore since 1991 ,
mostly for drug trafficking , an Amnesty International 2004 report
said . That gives the country of 4.4 million people the highest ex-
ecution rate in the world relative to population .
H: 4.4 million people wereexecutedin Singapore .

In 32 of the 49 pairs with changes in the overlap score, the change
runs against our interest. In 9 positive entailment pairs, two correctly
aligned frame instances come apart during the lexical unit-based second
merger phase because they have two different lemmas that do not share
the same polysemy, similarly to what happens on the negative pair ex-
emplified in (3). In another case, two correctly aligned frame instances
come apart because of a lemmatization error. In the remaining 22 cases,
all in negative entailment pairs, two frame instances are correctly brought
into alignment in the course of frame-based merging. The lack of entail-
ment in most of these cases depends on aspects which are out of the
scope of lexical semantics. In some cases, the compositional process
brings targets bearing identical frame information into completely dif-
ferent contexts. For instance, in example (4), theEntity frame elements
of the two frame instances do not refer to the same entities. In other cases,
modal operators or negation influence the veridicality of a predicate-
argument structure and thereby prevent entailment. In (7), the embedding
of theForming relationships frame evoked bymarriedunder the
modal operator introduced bypossibilityprevents entailment. Example
(5) is a different case. Here, the opposed scalar values ofcut andrise are
not differentiated in FrameNet, although the opposite polarity is a matter
of lexical semantics.

(4) T: Changes[in the cell-cycle and apoptotic machineries , or in the
signaling pathways that control themEntity] allow cancer cells to
escape the normal control of cell proliferation and cell death .
H: Thealtered [cellular networks of molecular pathwaysEntity]
sustain cancer cell growth and make them resistant to certain ther-
apies .

(5) T: The National Institute for Health and Clinical Excellence esti-
mates the move wouldcut the number of unplanned pregnancies
by 70,000 each year .
H: Unplanned pregnanciesrise by 70,000 each year .
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(6) Still , violence continued : Insurgents killed five U . S . soldiers ,
set off a suicide car bomb thatkilled [four Iraqi policemenV ictim]
in Baghdad and targeted more polling sites across the country .
H: Five U S soldiers were killed , and at least [10 IraqisProtagonist]
died in Baghdad

(7) T: The possibility for Yevgenia Timoshenko , daughter of the
Ukrainian ex-prime minister , to bemarried to the English rock
singer Sean Carr , in church , is still questionable
H: Yevgenia Timoshenko is thewife of Sean Carr .

Overall, our examination of the entailment pairs with changed over-
lap scores suggests that collapsing frame distinctions is useful, if we look
past the simple metric of frame overlap scores. First, the predominantly
negative effects on merging by pre-processing errors can be set aside
as orthogonal issues. More importantly, while the easy cases of frame
instances coming into correct alignment to increase overlap on positive
pairs are an argument for the merging, so are the cases of frame instances
coming into correct alignment on negative pairs (5-7). For these latter
cases, too, it is crucial that they come into alignment since other RTE
modules checking on correct semantic composition, quantification etc
presuppose that the relations they are operating on are correctly identi-
fied as equivalent.

The handling of antonyms could readily be improved by augmenting
FrameNet’s semantic representation. Antonyms should either be handled
by separating them into distinct frames or recording their scalar proper-
ties on each lexical unit. Finally, based on this data set, lexical-unit based
merging seems to mostly have ill effects, often breaking up correct align-
ments on positive pairs. With this type of merger, the benefit of improved
parsing accuracy in the abstract seems to be outweighed by the loss of
relevant information in the RTE setting.

6 CONCLUSION

We investigated the effect of automatic coarsening of FrameNet on the
performance of a semantic parser, and on the usefulness of frame-semantic
information for NLP tasks, using the example of RTE. We have shown
that coarsening FrameNet improves performance on the frame assign-
ment task but incurs a slight drop on the role recognition and labeling
tasks. The quantitative evaluation of the impact of frame-folding on the
RTE task did not show a positive result. A qualitative study of the induced
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changes in the annotation gave a differentiated, but basically positive pic-
ture. Frame-merging is responsible for most changes, they almost always
lead to locally correct alignments, but must be complemented with mech-
anisms to handle non-local operators and compositional structure. LU-
based merging seems to be less advisable because it often has negative
effects. The FrameNet database should not only be completed, but ex-
tended to include further layers of lexical-semantic information such as
polarity.
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ABSTRACT

This paper deals with the first phase of building an integrated
lexicographic platform for the Russian language which can be
used for various linguistic purposes. The aim of this paper is to
present the main ideas of the lexicographic platform and linked
projects (digitization of explanatory dictionaries of Russian, de-
sign and implementation of a database of citations) and to de-
scribe the current state of the data sources and lexicographic
tools for Russian. This project is realized in cooperation between
the Philological Faculty, St. Petersburg State University, Institute
for Linguistic Studies, Russian Academy of Sciences, and the Fac-
ulty of Informatics, Masaryk University, Brno, Czech Republic.
The ultimate aim is to provide new lexicographic software tools
for developing explanatory dictionaries of the Russian language.

1 INTRODUCTION

The information society has become very quickly a computerized one.
Constantly, new technologies come to new spheres of human activity. The
arrival of corpus linguistics and corpora have become a relevant point in
this respect. The corpora stimulated a considerable progress that has been
gained in the field of automatization of lexicographic work. This has its
own reason. There is no integrated software that enables to work both
with traditional dictionaries and new electronic sources of lexical data.
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The first explanatory dictionaries of Russian date as back as to the be-
ginning of the 19th century. Among dictionaries of contemporary Russian
we can name Ushakov’s Dictionary (the Explanatory dictionary of the
Russian Language, 1935-1940, the 2. revised edition 1947-1948) [1],
Ozhegov’s Dictionary (the Dictionary of the Russian Language, the first
edition was published in 1949) [2], the Dictionary of the Contemporary
Russian Language in 17 volumes (also known as BAS – “Bol’shoj aka-
demicheskij slovar’ russkogo jazyka”, 1950-1965) [3], the Dictionary
of the Russian Language in 4 volumes (also known as MAS – “Ma-
lyj slovar’ russkogo jazyka”, 1957-1961, the 2. revised edition 1981-
1984) [4], the Complex Normative Dictionary of the Modern Russian
Language (“Komplexsnyj normativnyj slovar’ sovremennogo russkogo
jazyka”) [5], and the Big Academic Dictionary of the Russian Language
in 25 volumes (also known as the new BAS – “Bol’shoj akademicheskij
slovar’ russkogo jazyka”, since 2004) [6].

The intention is to collect resources of these dictionaries within one
framework. All these data will be converted into a well-structured for-
mat (e.g., XML format) and concentrated in a unified database. Such a
database will be prepared for all kinds of linguistic research.

The idea has been existing for several years and was inspired by sev-
eral similar projects abroad, as the Celex database [7], and the Czech
lexical database [8, 9].

2 DEB PLATFORM

The basis of the new project implementation is formed by the DEBII

dictionary writing systems platform developed at the Natural Language
Processing Centre, Faculty of Informatics, Masaryk University.

The DEBII system (Dictionary Editor and Browser,http://deb.
fi.muni.cz/ ) is an open-source software platform designed for fast
development of applications for viewing, creating, editing and authoring
of electronic and printed dictionaries. The platform is based on the ap-
proach of the client-server architecture (see the DEBII platform schema
in Figure 1). Most of the functionality is provided by the server side,
and the client side offers (computationally simple) graphical interfaces
to users. The client applications communicate with the server using the
standard web HTTP protocol.

The server part is built from small reusable parts, called servlets,
which allow a modular composition of all services. Each servlet pro-
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Fig. 1.The DEBII platform schema

vides different functionality such as database access, dictionary search,
morphological analysis or a connection to various corpora.

The overall design of the DEBII platform focuses on modularity. The
data stored in a DEBII server can employ any kind of structural database
and combine the results in answers to user queries without the need to
use specific query languages for each data source. The main data storage
is currently provided by the Oracle Berkeley DB XML [10]. However,
it is possible to switch to another database backend easily, without any
changes to the client parts of the applications.

The main assets of the DEBII development platform can be charac-
terized by the following points:

– All the data are stored on the server and a considerable part of the
functionality is also implemented on the server, while the client ap-
plication can be very lightweight.
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– Very good tools for team cooperation; data modifications are imme-
diately seen by all the users. The server also provides authentication
and authorization tools.

– Server may offer different interfaces using the same data structure.
These interfaces can be reused by many client applications.

– Homogeneity of the data structure and presentation. If an adminis-
trator commits a change in the data presentation, this change will
automatically appear in every instance of the client software.

– Integration with external applications, for example geographic infor-
mation system or corpus query tools.

The DEBII platform versatility is apparent in more than ten projects
based on the platform, ranging from dictionary viewers to complex ontol-
ogy editors. In the following sections, we provide overview information
on the main DEBII applications.

2.1 DEBDict

General dictionary browser, used by more than 700 users to access six
electronic dictionaries of Czech and other lexical resources. Thanks to the
features of the DEBII platform, DEBDict can check user’s access rights
and thus provide access to selected dictionaries intended for a specific
group of people. For example, if the dictionary copyright does not allow
public distribution, the access to the dictionary data may be limited to
members of a research team.

2.2 DEBVisDic

The specific task of preparation of lexical semantic networks with the
structure of the Princeton WordNet [11] requires special tools. During
the Balkanet project [12], a wordnet browser and editor VisDic was de-
veloped by FI MU and it was used for building several national wordnets.
Since 2005, it was replaced by DEBVisDic, a new system based on the
DEB II development platform.

The DEBVisDic client application is split to the core module and
individual modules for each wordnet. This way, it is possible to define
different data structure, workflow, or include data from external sources
separately for each (national) wordnet. For example, verbs in the Czech
wordnet are connected to the verb valency lexicon VerbaLex [13]. The
DEBVisDic server part provides an Application Programming Interface
(API) usable by external applications or web services.
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DEBVisDic was used as a basis for several multilingual projects –
the Global Wordnet Grid [14], aiming to gather freely available word-
nets of many languages, Cornetto [15], Dutch lexical semantic database,
and KYOTO [16], European project building a multilingual knowledge
extraction system.

2.3 PRALED

The Prague Lexical Database application (called PRALED) is developed
in close cooperation with the linguists of the Institute of Czech Language
(ICL), Czech Academy of Sciences. The application is used to build the
new complex Czech Lexical Database, combining digitized dictionar-
ies with graphical presentations of original (often hand-written) excerpt
cards, several text and spoken corpora, morphological analyzer and other
resources.

The PRALED users are divided into two groups: the ICL researchers
are able to view and create entries, whereas others (usually reviewers)
can only view finished entries. Currently, 25 linguists are using the ap-
plication, each of them is creating over 200 entries per day. To add word
usage evidence from the corpora, PRALED is connected with the Czech
National Corpus [17].

2.4 Art Glossaries

In a joint project with the Faculty of Fine Arts, Brno University of Tech-
nology DEBII platform was employed as a base for the multi-lingual
glossary of fine arts terms. Textual information was enhanced with the
multimedia files – pronunciation recording, graphic samples, or explana-
tory animations. The glossary contains approximately 2000 entries and
is utilized by the students as a helpful educational resource (currently
on-line and textbook publishing is being considered).

Following the success of the fine arts glossary, the tool is now be-
ing enhanced for a new project in coopeartion with the Theatre Faculty,
Jańaček Academy of Music and Performing Arts, Brno.

2.5 Family Names in UK

One of the recent projects is the application to compile a database of
English surnames developed for the University of the West of England.
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The database will contain the meanings and origins of up to 150 000 UK
surnames and will be made publicly available on-line.

The application is linked to several related resources to provide as
many information as possible – surnames’ frequency and location, dic-
tionaries, genealogical sources.

3 ELECTRONIC DICTIONARIES OFRUSSIAN

Nowadays many dictionaries of the Russian language (including explana-
tory ones) exist in an electronic form. But usually these are scanned texts
in either graphical or text formats. Lack of structuring makes it difficult
to search in them and combine them effectively with other language re-
sources.

Several Russian explanatory dictionaries are available on-line (through
Feb-web: Fundamental Electronic Library3): Ushakov’s Dictionary, the
Dictionary of the Russian Language in 4 volumes, and the Dictionary of
the Russian Language of the 18th century [18].

There is an option to look up only in one dictionary at the same time
and browse in it but not to use it as a database. Because entries of different
dictionaries have various structures that makes it hard to work with the
data.

This raises the question of one integrated structure of Russian ex-
planatory dictionaries and their conversion to this structure. Moreover,
this also leads to the question of developing one tool that could be used
both as browser and editor.

For the first stage of the project, we have chosen two dictionaries of
Russian. They are the “Complex Normative Dictionary of the Modern
Russian Language” (“Komplexsnyj normativnyj slovar’ sovremennogo
russkogo yazyka”) [5] and the above mentioned Dictionary of the Russian
Language in 4 volumes [4].

The “Complex Normative Dictionary of the Modern Russian Lan-
guage” as well as the “Normative Explanatory Dictionary of the Live
Russian Language” are being compiled at the Laboratory of Computa-
tional Lexicography of the Philological Faculty of St. Petersburg State
University (Russia) under the guidance of Prof. G.N. Sklyarevskaya. It
is intended for users to provide them with information on correct word
usage of latest and newest terms and concepts of modern Russia. The

3 http://feb-web.ru
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Fig. 2.Example entry (makarony/pasta) in the DEBII quotations editor tool

dictionary includes active vocabulary whose selection was based on ex-
pert decisions about semantic, grammatical, orthoepic or other features
difficult for the language users. The usage of these words has to be nor-
malized. The data is being actively revised and supplemented on the basis
of corpus examples, Internet data, various terminological or explanatory
dictionaries, and linguistic studies. Dictionary word list is compiled on
the data of the Fund of Modern Russian (approximately 17 million to-
kens).

The DEBDict server was installed at the Institute for Linguistic Stud-
ies and the two dictionaries were imported. Although each of them is rep-
resented with different XML structure, users are presented with the data
in a unified form. Thus lexicographers have obtained access to a valuable
research resource, forming the first basic part of the new lexicographic
platform.

4 QUOTATION DATABASE

The Large Card File (LCF) of the Institute for Linguistic Studies of the
Russian Academy of Sciences, containing about 8 million of system-
atized cards with citations, allows for various types of lexicographical
and philological research [19]. Its stock was used by lexicographers while
compiling a great number of dictionaries and grammars of Russian. Many
researchers both from Russia and from abroad use the Large Card File in
their investigations on various topics.

The Large Card File was established in the 19th century and currently
consists of two parts. One comprises about 5.5 million cards (collected
from 1886 to 1968), while the other contains more than 2.5 million cards
(collected from 1968 to 1994).
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Fig. 3. Example entry (kajf/pleasure) in the DEBII quotations editor tool, with
multiple quotations

At its present form the card file is not representative enough. This can
be accounted for by both its inherent defects (as during the Soviet time
a number of authors and works could not be included due to ideological
reasons), and by lack of finance – as a consequence for the last 15 years
very small amount of new entries have been added to it. It is obvious
that only cutting edge information technologies, i.e. electronic libraries,
text corpora, programs for lexicographical tasks, can take care of current
lexicography needs. Thus, further development and expansion of the LCF
should be done electronically.

The final aim is to digitize the content of all the cards in graphical
form and build an electronic index of the quotations to help with search-
ing for the headwords, authors etc.

However, digitization of the whole card file is expensive and time-
consuming. In the first stage, the newly acquired quotations will be en-
tered directly in the electronic database. During the testing stage, soft-
ware tools can be enhanced to meet the needs of the users and project.
All cards will be digitized, if the evaluation of testing stage is successful
and additional funding allows it.

The quotation database is implemented on the DEBII platform. The
user interface is formed by a web application, thus the users do not need
to install any special extensions. See the interface example in Figures 2
and 3.

During the development of the database, the DEBII platform was also
enhanced with new features needed for the Russian lexicographic tools.
A new method of user interface localization was implemented that allows
easy updates of the texts in any language and any character set. All the
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interface texts are stored in a XSLT file which is transformed into several
formats and included in the set of XSLT templates, JavaScript files and
internal templates.

The database is connected with the Russian National Corpus and the
DEBDict service with Russian electronic dictionaries, taking a step fur-
ther to the desired lexicographic platform. Linguists do not need to run
several applications, they can work with several resources within one
tool.

Before the development of the database, new quotations were tenta-
tively collected in text files, these were converted to the XML format and
imported into the database. Currently, the database contains over 2200
quotations for 2000 words.

5 CONCLUSION

In this paper, we have presented the results of the first phase of the de-
velopment of new lexicographic platform for the Russian language. The
final aim of this project is to fill in the gap in providing complex software
tools based on standard technologies which offer the unified presentation
of current Russian lexicographic resources.

The developed platform is based on the DEBII framework, which
has currently been used in several international projects for preparing
new specialized applications for presentation and editing of lexicographic
resources of various kinds and purposes. We believe that the resulting
system will enhance the Russian lexicographic work by processing the
current rich set of resources with specialized language technologies.
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ABSTRACT  

In this paper we present a two stage constraint based approach 

to Telugu dependency parsing. We define the two stage and 

show how different Telugu constructions are parsed at 

appropriate stages. The division leads to selective identification 

and resolution of specific dependency relations at the two 

stages. We then discuss the ranking strategy that makes use of 

the S-constraints to gives us the best parse. A detailed error 

analysis of the output of core parser and the ranker helps us to 

flesh out the current issues and future directions.  

KEY WORDS: Telugu dependency parser, constraint based 

parsing, parse ranking, hybrid approach, morphologically rich 

free word order parsing 

1   INTRODUCTION 

There has been a recent surge in addressing parsing for 

morphologically rich free word order languages such as Czech, 

Turkish, Hindi, etc. These languages pose various challenges for the 

task of parsing mainly because the syntactic cues necessary to identify 

various relations are complex and distributed [14, 1, 10, 11, 13, 12, 6, 

9, 5]. Data driven parser performance [7] show that many of these 

complex phenomena are not being captured by the present parsers. 
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Constraint based parsers have been known to have the power to account 

for difficult constructions and are well suited for handling complex 

phenomena. Some of the recent constraint based systems have been 

[20, 24, 36, 37, 31, 28, 23, 17].  

In this paper we present a two stage constraint based approach to 

Telugu dependency parsing based on the parser proposed by [3, 4, 35]. 

We begin by quickly summarizing the parser design and follow it by 

describing how different Telugu constructions are parsed at appropriate 

stages. We will see that this division leads to selective identification 

and resolution of specific dependency relations at the two stages. We 

then discuss the ranking strategy that makes use of the S-constraints to 

gives us the best parse. A detailed error analysis of the output of core 

parser and the ranker helps us to flesh out the current issues and future 

directions. 

This paper is arranged as follows: Section 2 gives a quick overview 

of the two-stage constraint based hybrid parser (CBHP); Section 3 

explains in details how we handle different Telugu constructs in two 

stages; Section 4 describes the results of the core parser and makes 

some observations on these results. In Section 5 we describe the 

ranking strategies, followed with results in Section 6. We conclude the 

paper with future directions in Section 7. 

2  OVERVIEW OF THE TWO-STAGE CONSTRAINT BASED HYBRID 

PARSER (CBHP) 

CBHP [3, 4] adopts a hybrid approach to dependency parsing. A 

constraint based approach is supported by a controlled statistical 

strategy to achieve high performance and robustness. The overall task 

of dependency parsing is attacked using modularity, wherein specific 

tasks are broken down into smaller linguistically motivated sub-tasks. 

Figure 1 shows the overall design of CBHP. Below we quickly 

summarize CBHP: 

 

(1) Two stages during the sentence analysis phase: The parser tries to 

analyze the given input sentence, which has already been tagged and 

chunked,1 in two stages; it first tries to extract intra-clausal
2
 

                                                           
1   POS and chunk tagging scheme for Indian Languages is discussed in [38]. 
2  A clause is a group of word such that the group contains a single finite verb 

and its dependents. We must note here that these dependents cannot 
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dependency relations. In the second stage it then tries to handle more 

complex inter-clausal relations such as those involved in constructions 

of coordination and subordination between clauses. 

 

(2) H-constraints: Both 1st and 2nd stage use linguistically motivated 

constraints. These H- constraints (Hard constraints) reflect that aspect 

of the grammar which in general cannot be violated. H-constraints 

mainly comprised of structural and lexical knowledge of the language. 

 

(3) S-constraints and Prioritization for parse selection: The sentence 

analysis layer (cf. figure 1) can potentially produce more than one 

parse. These parses are then ranked by a prioritization component using 

S-constraints(Soft constraints). S-constraints are the constraints that are 

used in the language as preferences. Unlike the H-constraints that are 

derived from a knowledge base and are used within the core parser 

during derivation, S-constraints have weights assigned to them and are 

used exclusively during prioritization. These weights are automatically 

learnt using a manually annotated dependency treebank. 

3   CBHP FOR TELUGU 

[3], [4] have proposed CBHP for Indian languages. It has however been 

tested only for Hindi. We use the same machinery that was used by 

them to handle Telugu. We first describe the different types of relations 

the parser currently handles in the two stages, following which we 

briefly mention H-constraints for Telugu CBHP.  

3.1 RELATIONS HANDLED IN STAGE 1 

In stage 1 we handle mainly intra-clausal relations. These relations 

represent: 

 

                                                                                                                    
themselves be finite verbs. Also, subordinating conjunctions and finite verb 

coordinating conjunctions are also not treated as part of a clause. And 

therefore, a sentence such as ‘John said that He will come late’ has 3 units; 

(1) John said, (2) that, and (3) He will come late. Similarly, ‘John ate his 

food and he went shopping’ has 3 units; (1) John ate his food, (2) and, and 

(3) he went shopping. 



S. R. KESIDI, P. KOSARAJU, M. VIJAY,  S. HUSAIN 56 

 
Fig. 1. Design of CBHP 

 

i. Argument structure of the finite verb 

ii. Argument structure of the non-finite verb 

iii. Adjuncts of finite and the non-finite verb 

iv. Noun modifications 

v. Adjectival modifications 

 

Using example (1) below we describe how the parser handles a 

simple declarative sentence. 

 

(1) wulasi     golilu       mAnesiMxi 

‘Tulasi’  ‘tablets’    ‘stopped using’ 

‘Tulasi stopped using the tablets’ 

 

CBHP begins by constructing the constraint graph (CG) for the 

above sentence. A constraint graph shows all the potential arcs that can 

exist between the heads and their corresponding dependents. This 
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information is obtained from the demand frame of the head. According 

to the frame the verb can take k13 and k2 as mandatory children with 

null postpositions. Figure 2 shows that the demand frame for 

mAnesiMxi is obtained from basic demand frame of root verb mAnu 

and the null frame of suffix –esiMxi (which represent the tense, aspect 

and modality (TAM)). The basic demand frame for a verb or a class of 

verbs specifies the suffix, category, etc. permitted for the allowed 

relations for a verb when the verb has the basic TAM label. In Figure 

3(a) we show the constraint graph that is constructed using the demand 

frame. The final parses are obtained by converting the CG into integer 

programming equations and using bi-partite graph matching [36, 37, 4]. 

Figure 3(b) shows the final parses obtained from the CG. Notice that 

we get two parses. This indicates the ambiguity in the sentence if only 

the limited knowledge base is considered. Stated another way, H-

constraints (in the form of demand frames) are insufficient to restrict 

multiple analysis of a given sentence and that more knowledge 

(semantics, other preferences, etc.) is required to curtail the 

ambiguities. We will see in Section 5 how we can obtain the best parse 

from these multiple parses. Notice also the presence of the _ROOT_ 

node. By introducing _ROOT_ we are able to attach all unprocessed 

nodes to it, ensuring that the output we get after each stage is a tree. 

 

 

Fig. 2. Final demand frame for mAnesiMxi shown in (c) is obtained 

from the basic demand frame of manu (a) and the transformation (b) 

which is NULL here. 

                                                           
3k1 can be roughly translated to ‘agent’, k2 can be roughly translated as 

‘theme’. CBHP follows the syntactic-semantic dependency labels proposed 

in [3]. 
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(a)                                                        (b) 

Fig. 3.  (a) Constraint graph for (1). (b) Final parses obtained from CG 

Example (2) is a slightly complex construction containing a non-

finite verb. Such sentences are also handled in the 1
st
 stage. 

 

(2) wulasi   rogaM        waggiMxani            golilu        mAnesiMxi. 

‘Tulasi’  ‘disease’     ‘having reduced-so’  ‘tablets’   ‘stopped using’. 

     ‘As the disease reduced, Tulasi stopped using the tablets’ 

 

We have already seen through (1) how a sentence with a finite verb 

like mAnesiMxi can be parsed. In (2) in addition to a finite verb we 

have a non-finite verb waggiMxani. Like last time we first get the basic 

demand frame of the non-finite verb waggiMxani. Basic demand 

frames always represent the argument structure of a verb with its 

default TAM (present, indefinite). When a new TAM appears with the 

verb, we transform the original frame to get the final frame that is 

accessed during the construction of the CG. Figure 4 shows this process 

clearly. Figure 5 shows the most appropriate final parse. 

3.2 RELATIONS HANDLED IN STAGE 2  

Stage 2 handles more complex inter-clausal relations such as those 

involved in constructions of coordination and subordination between 

clauses. Stage 2 handles the following relations:  

 

i. Clausal coordination 

ii. Clausal subordination 

iii. Non-clausal coordination 

iv. Clausal complement 
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Fig. 4. Basic Demand frame of waggu (a) is transformed by the 

transformation frame A_ani (b) giving us the final frame for 

waggiMxani shown in (c). 

2
nd

 stage functions similar to the 1
st
 stage, except that in the 2

nd
 stage 

the CG has very few nodes. This is because the 1
st
 stage parse subtrees 

are mostly not modified in the 2
nd

 stage and only those nodes that are 

relevant for 2
nd

 stage relations are considered. Take (3) as a case in 

point. 
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Fig. 5. Appropriate final parse 

 

(3) wulasi golilu  mAnesiMxi mariyu paniki velYliMxi 

    ‘Tulasi’ ‘tablets’ ‘stopped using’ ‘and’ ‘work’ ‘went’ 

‘Tulasi stopped using tablets and went to work’ 

 

Figure 7(a) shows the first stage parse for this sentence. We can see 

that the analysis of the two clauses is complete. The root of these 

subtrees and the conjunct mariyu are seen attached to the _ROOT_. 

Figure 6 shows the 2
nd

 stage CG for (3). Notice that only the two finite 

verbs and the conjunct are seen here. The relations identified in the 1
st
 

stage remain untouched. Figure 7(b) also shows the final parse for this 

sentence; notice that the outputs of the two stages are combined to get 

the final parse. Merging the 1
st
 stage and 2

nd
 stage is not problematic as 

the two stages are mutually exclusive.  

We must note here that for few cases such as (4) below, the 1
st
 stage 

output is revised. We follow the same principles as described in [35]. 

This mainly concerns case dropping in nominal coordinations. Example 

5 shows an example of clausal complement where the verb ceVppiMxi 

takes the clause headed by a complementizer ani, the complementizer 

in turn takes a clause headed by mAnesiMxi. Figure 8(a) and 8(b) shows 

the 1
st
 and 2

nd
 stage output of (5) respectively. The 2

nd
 stage CG can be 

seen in Figure 9. 

 

(4) wulasi  mariyu rama golilu mAnesAru. 

 ‘Tulasi  ‘and’ ‘Rama’ ‘tablets’  ‘stopped using’ 

 ‘Tulasi and Rama stopped using tablets.’ 
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(5) wulasi golilu  mAnesiMxi ani rama ceVppiMxi 

     ‘tulasi’ ‘tablets’ ‘stopped using’ ‘’ ‘rama’ ‘told’ 

      ‘Rama told that Tulasi stopped using tablets.’ 

 

Fig. 6. 2
nd

 stage constraint graph for (3) 

 

 

            (a)                                                  (b) 

Fig. 7. (a) Stage 1 and (b) Stage 2 parse output for (3) 

3.3 H-CONSTRAINTS 

As mentioned earlier H-constraints in CBHP mainly comprises of the 

lexical constraints. This as we saw in section 3.1 corresponds to the 

basic demand frame and the transformation frame. For Telugu CBHP 

we manually prepared around 460 verb frames and 95 transformation 

frames. The transformation frames handles various alternations that are 

brought in by non-finite and passive TAMs. High frequency verbs and 

tense, aspect and modality markers were extracted from the training 

data to prepare the frames. Similarly, other heads such as conjuncts 

were also extracted. Preparation of these frames took around 30 days. 
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(a)                                                          (b) 

Fig 8. Stage 1 and Stage 2 outputs for sentence (5) 

 
Fig 9. 2

nd
 stage CG for sentence (5) 

4   RESULTS AND OBSERVATIONS 

In this section we describe the data that was used for evaluation. We 

then give the oracle result of the core parser on this data, following 

which we discuss the results and the error analysis. The oracle parse for 

a sentence is the best available parse amongst all the parses of that 

sentence. It is obtained by selecting the parse closest to the gold parse. 

The oracle accuracy gives the upper-bound of the parser accuracy and 

gives some idea about its coverage. 
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4.1 DATA 

All the results in this paper are reported for Telugu. We use the Telugu 

data set that was released as part of the ICON Tools Contest 2010 [8]. 

The training data had 1300 sentences, development and test set had 150 

and 150 sentences respectively. Since the released data is a preliminary 

version of the treebank it had few errors. Certain relations related to 

experiencer verbs and verbs of movement have been corrected to report 

the results. The current parser does not handle ellipses and therefore all 

the sentences with NULL nodes have been removed to report the 

results. This data has 1119 training, 133 development and 127 test 

sentences. 
 

Table 1.  Overall parser oracle accuracy 

 LAS UAS LS 

Development 68.06 84.41 70.34 

Testing 65.33 84.14 66.60 

4.2 RESULTS 

Table 1 below shows the oracle accuracies of the parser for the 

development and testing data. We see that the UAS (unlabeled 

attachment score) for both test and development is very good; the 

accuracies for LAS (labeled attachment score) and LS (labeled score) 

however are not. In Table 2 we show the breakup of the results into 

intra-clausal and inter-clausal relations. We see that on an average the 

inter-clausal relations are being identified successfully, and the low 

LAS of Table 1 can be attributed mainly to the intra-clausal relations. 

 

Table 2.  Intra-clausal and Inter-clausal relation accuracy 

  LAS UAS LS 
     

Development Intra-clausal 59.83 82.82    63.15 

 Inter-clausal 85.89 87.73 85.89 

     

Test Intra-clausal 57.92 85.11 59.87 

 Inter-clausal 79.63 82.09 79.63 
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Further analysis of the results showed why the oracle LAS is not very 

high: 

1. Coverage of H-constraints: As mentioned earlier we are currently 

using around 460 frames in the parser. Close to 30% of all the 

verbs in the test and development data were unseen. The parser 

uses a default strategy for unseen verbs; not surprisingly, this does 

not always work well. Similar observation has been reported in the 

literature for all the parsing approaches in general [22].  

2. Unhandled Relations: There are still some relations that the parser 

doesn’t handle. Complex predicate is one such case. Automatic 

identification of such predicates is a challenging task as most 

diagnostics proposed in the literature are behavioral [39, 32]. There 

has been some work in automatically identifying complex 

predicates for Hindi [25, 30]; we need to try and see if these 

methods can help us too. Ellipses is another phenomena that the 

parser doesn’t handle. In Telugu, sometimes even the main 

arguments of the verb might go missing and in such cases the 

parser might assign this relation to some other word with the same 

property.  

3. Morphological errors and ambiguous TAMs: A small portion of 

errors are caused when the morphological analyzer gets the root 

form of a verb wrong. In such a case, CBHP will pick incorrect 

verb frame. Also, in Telugu certain TAM (tense, aspect and 

modality) labels are ambiguous and will affect transformations. 

5   S-CONSTRAINTS AND PRIORITIZATION    

It was clear from Sections 2 and 3 that the core parser that uses H-

constraints produces multiple parses. S-constraints are those constraints 

that are used in a language as preferences and hence can be used to 

rank the multiple parses. These S-constraints can be used for ranking 

by penalizing a parse for the constraint that it violates and finally 

choosing the parse that gets least penalized. This strategy is similar to 

the one used in Optimality Theory [33, 34]. The other way is to use 

these S-constraints as features, associate weight with them, use them to 
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score the output parses and select the parse with the best score. We use 

the latter strategy. The score of a dependency parse tree t=(V, A) in 

most graph-based parsing system [26] is  

       Score(t) = Score(V, A) ∈ R   (I) 

where V and A are the set of vertices and arcs. This score signifies how 

likely it is that a particular tree is the correct analysis of a sentence S. 

Many systems assume the above score to factor through the scores of 

subgraph of t. Thus, the above score becomes 

Score(t) = Σα ∈ αt  λα   (II) 

where α is the subgraph, αt is the relevant set of subgraph in t and λ is a 

real valued parameter. If one follows the arc-factored model for scoring 

a dependency tree [26] like we do, the above score become 

            Score(t) = Σ (i, r, j)  ∈ A    λ(i, r, j)   (III) 

In (III) the score is parameterized over the arcs of the dependency 

tree. Since we are interested in using this scoring function for ranking, 

our ranking function (R) should therefore select the parse that has the 

maximum score amongst all the parses (Φ) produced by the core parser. 

R(Φ, λ) = argmax(t=V,A) ∈T  Score (t) = argmax(t=V,A) ∈ T Σ (i, r, j)  ∈  A    λ(i, r, j)  

(IV) 

Since in our case λ(i, r, j) represent probabilities, it is more natural to 

multiply the arc parameters instead of summing them. 

R(Φ, λ) = argmax(t=V,A) ∈ T  Score (t) = argmax(t=V,A) ∈ T Π (i, r, j)  ∈  A  λ(i, r, j)  

(V) 

For us λ(i, r, j) is simply the probability of relation r on arc i → j given 

some S-constraints (Sc). This probability is obtained using the MaxEnt 

model [40]. So, 

      λ(i, r, j) = p(ri,j | Sc)    (VI) 

If A denotes the set of all dependency labels and B denotes the set of 

all S-constraints then MaxEnt ensures that p maximizes the entropy 

                         H(p) = – Σ x ∈ E  p(x) log p(x)        (VII) 

where x = (a,b), a ∈ A, b ∈ B and E = A × B. Note that, since we are 

not parsing but prioritizing, unlike the arc-factored model where the 

feature function associated with the arc parameter consists only of the 
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features associated with that specific arc, our features can have wider 

context. Figure 10 shows the context over which various S-constraints 

can be specified to create the MaxEnt model. Some of the S-constraints 

that have been tried out are: (1) Order of the arguments, (2) Relative 

position of arguments with respect to the verb, (3) Agreement, 

(4) General graph properties. 
These S-constraints get reflected as features that are used in MaxEnt. 

The features for which the model gave the best performance are given 

below. Note that the actual feature pool was much larger, and some 

features like that for agreement did not get selected. 

 

(1)  Root, POS tag, Chunk tag, suffix of the current node and its parent 

(2)  Suffix of the grandparent, Conjoined suffix of current node and 

head 

(3)  Root, Chunk Tag, Suffix, Morph category of the 1
st
 right sibling 

(4)  Suffix, Morph category of the 1
st
 left sibling 

(5) Dependency relations between the first two, right and left sibling 

and the head 

(6)  Dependency relation between the grandparent and head 

(7)  Dependency relation between the current node and its child 

(8)  A binary feature to signify if a k1 already exist for this head 

(9)  A binary feature to signify if a k2 already exist for this head 

(10)  Distance from a non-finite head 

 
Fig. 10. Context over which S-constraints can be specified. Node i is 

the parent of node j. l–s1 corresponds to 1
st
 left sibling, r–s1 

corresponds to 1
st
 right sibling, gp is grandparent of node j, ch is child 

of node j. r1–r6 are dependency relations 
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The ranking function shown in (V) can differ based on how one gets 

the probability of relation on arc i → j. Since we are ranking labeled 

dependency tree the first way (as shown in VI) is to use the probability 

of the label r in the labeled dependency parse. But we can also use the 

probability of the label given by the MaxEnt model. Considering this, 

the third obvious way is to take the weighted average the two method. 

(VIII) and (IX) show these other two options.  

    λ(i, r, j) = p(rmi,j | Sc)   (VIII) 

where, rm is the relation on arc i → j predicted by the model. 

  λ(i, r, j) = ( p(ri,j | Sc) + p(rmi,j | Sc) ) / 2    (IX) 

When the ranker uses (VI) we call it ‘Ranking with Parser Relation 

probability’ (Rank-PR), the other two are called ‘Ranking with Model 

Relation probability’ (Rank-MR) and ‘Ranking with Weighted Relation 

probability’ (Rank-WR). 

6   PRIORITIZATION RESULTS AND OBSERVATIONS 

Table 3 shows the result of the MaxEnt model4 on the development and 

test data. The features used for training were mentioned in the previous 

section. 

  
Table 3.  Accuracy of the MaxEnt labeler 

 Accuracy 

  

Development 76.62 

Test 76.78 
  

 

The result for Rank-PR, Rank-MR, and Rank-WR on both development 

and testing data is shown in Table 4. It is interesting to note that the 

best system turns out to be Rank-WR. One should not be surprised with 

this as this strategy combines the advantage of both the parser labels 

and the MaxEnt predicted labels. We can see that the best UAS is very 

close to the oracle UAS. The difference however is wider for LAS. 

 

                                                           
4http://maxent.sourceforge.net/ 
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Table 4.  Parser accuracy after Ranking 

  LAS UAS LA 
     

 Rank-PR 59.51 81.56 63.12 

Development Rank-MR 57.03 82.13  61.03   

 Rank-WR 59.51   81.94 63.31 

     

 Rank-PR 58.99  82.45 61.10 

Test Rank-MR 55.18 81.82 57.72 
 Rank-WR 59.83 82.45 61.52 
     

 

The average number of output parses for each sentence is around 10. It 

was noticed that the differences between these parses were very 

minimal and this makes ranking them a non-trivial task. The closeness 

between parses is quite expected from a constraint based parser whose 

output parses are only those that do not violate any of the H-constraints. 

In other words most of the output parses are linguistically very sound. 

Of course, linguistic soundness is only restricted to morpho-syntax and 

does not consider any semantics. This is because the H-constraints do 

not incorporate any semantics in the parser as of now. Considering this, 

the error analysis doesn’t throw up any big surprises. The main reasons 

why the LAS suffers can be attributed to: 

 

i. Lack of explicit post-positions or presence of ambiguous one: 

Errors because of this, manifest themselves at different places. 

This can lead to attachment error. Few common cases are finite 

and non-finite argument sharing, confusion between finite and 

non-finite argument, adjectival participle, appositions, etc. Also, it 

was noted that the most frequent errors are for those arguments of 

the verb, that have no postposition. Consequently, relations such as 

‘k1’, ‘k2’, ‘k7’ and ‘vmod’ have very high confusion. The other 

major error caused by lack of postposition is the selection of parses 

with argument ordering errors. 

ii. Multiple parses with the same score: It is possible that more than 

one parse finally gets the same score. This is partly caused due the 

above reason but it also reflects the accuracy of the labeler. As the 

accuracy of the labeler increases this problem will lessen. 

Currently, we select only the first parse amongst all the parses with 

equal score. 
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7   CONCLUSION AND FUTURE DIRECTIONS 

In this paper we successfully adapted a constraint based hybrid parser 

for Telugu. We showed that the parser is broad coverage and handles 

various syntactic phenomena. We motivated the analysis in two stages 

and showed that a finite clause can be a basis of such a division. The 

oracle accuracies of the parser on the development and the test data set 

shows that the parser performs well, however there is lot of room for 

improvement in LAS. The deficit in LAS, as showed, was due to 

reasons that can be resolved. Apart from incorporating more H-

constraints, handling more constructions, we also plan to try and induce 

the H-constraints automatically from a treebank. For Hindi and Telugu, 

this has recently been successfully shown by [21]. Along with the base 

parser, we also discussed the ranking strategy to get the best parse. We 

noticed that the best selected parse comes very close to the oracle UAS 

but lags behind in LAS. The error analysis shows that this is mainly 

because of lack of any explicit cues in the sentence. One of the things 

that we plan to do to help improve the final selection is to use an OT 

style filter [34] to compliment the present ranker. Of course, the ranker 

also benefits from any improvement in the core parser. 
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Zero Pronominal Anaphora Resolution
for the Romanian Language
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ABSTRACT

This paper presents a new study on the distribution, identifica-
tion, and resolution of zero pronouns in Romanian. A Romanian
corpus, including legal, encyclopaedic, literary, and news texts
has been created and manually annotated for zero pronouns. Us-
ing a morphological parser for Romanian and machine learning
methods, experiments were performed on the created corpus for
the identification and resolution of zero pronouns.

KEYWORDS: zero pronoun, ellipsis, anaphora resolution, Ro-
manian, machine learning

1 INTRODUCTION

In natural language processing (NLP), coreference resolution is the task of
determining whether two or more noun phrases have the same referent in
the real world [1]. This task is extremely important in discourse analysis,
since many natural language applications benefit from a successful coref-
erence resolution.NLP sub-fields such as information extraction, question
answering, automatic summarisation, machine translation, or generation

? The author is now with the National Centre for Text Mining, School of Com-
puter Science, University of Manchester, 131 Princess Street, Manchester M1
7DN, UK.
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of multiple-choice test items [2] depend on the correct identification of
coreferents.

Zero pronoun identification is one of the first steps towards coref-
erence resolution and a fundamental task for the development of pre-
processing tools inNLP. Furthermore, the resolution of zero pronouns
improves significantly the performance of more complex systems.

This paper is structured as follows: section 2 contains a description of
subject ellipsis occurring in Romanian. Section 3 highlights some of the
recent works in zero pronoun resolution for several languages, including
Romanian. In section 4, the corpora on which this work was performed
are described, and in section 5 the method is presented and the results of
the evaluation are analysed.

2 ZERO SUBJECTS AND ZERO PRONOUNS

The definition of ellipsis in the case of Romanian is not very clear and
a consensus has not yet emerged. Many different opinions and classifi-
cations of ellipsis types exist, as is reported in [3]. Despite the existing
controversy, in this work we adopt the theory that follows.

Two types of elliptic subjects are found in Romanian: zero subjects
and implicit subjects. Although both these two types are missing from the
text, the difference between them is that whilst the implicit subject can
be lexically retrieved, such as in example 1, the zero subject cannot, as
shown in example 2.

1. zp[Noi] 1 mergem la şcoală.
[We] are going to school.

2. � Ninge.
[It] is snowing.

In Romanian, clauses with zero subject are considered syntactically
impersonal, whereas implicit or omitted subjects, which are not phoneti-
cally realised, can be retrieved lexically [4].

A zero pronoun (ZP) is the gap (or zero anaphor) in the sentence that
refers to an entity which provides the necessary information for the gap’s
correct understanding. Although many different forms of zero anaphora
(or ellipsis) have been identified (e.g., noun anaphora, verb anaphora),
this study focusses only on zero pronominal anaphora, which occurs when

1 From this point forward, we denote byzp[] a zero pronoun (e.g., implicit sub-
ject), whereas a zero subject will be marked using the� sign.
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an anaphoric pronoun is omitted but nevertheless understood [1]. An
anaphoric zero pronoun (AZP) results when the zero pronoun corefers
to one or more overt nouns or noun phrases in the text.

The difficulty that arises in the task of identifying zero pronouns is to
distinguish between personal and impersonal use of verbs. Whilst imper-
sonally used verbs take zero subjects (and thus have no associatedZP),
personally used verbs need a subject, which in turn can be explicit or
implicit. The main classes of impersonal verbs are exemplified in what
follows. The examples’ translation into English may sound stilted, but
this is in order to provide a better understanding of the phenomenon for
non-Romanian speakers.

1. Meteorological phenomena:
� S-aı̂nnoratazi.� Esteiarnă.
[It] clouded over today. [It] is winter.

2. Changes in the moments of the day:
� Se lumineaz̆a de ziŭa la ora opt.
[It] is dawning at eight o’clock.

3. Impersonal expressions with dative:
� Îmi pare r̆au pentru tine. Azi� nu-mi arde de glum̆a.
[It] feels sorry to me for you. Today [it] doesn’t feel like joking to me.

4. Impersonal constructions with verbsdicendi:
� Se vorbeşte despre ea.
[People] are talking about her.

5. Romanian impersonal constructions with personal verbs when pre-
ceded by the reflexive pronoun ”se”:
� Se ĉantă aici.
[People] are singing here.

For the resolution step, a similar challenge exists. In this case, the
main issue is to define a list of antecedent candidates, and to choose the
correct one.

3 RELATED RESEARCH

Most of the studies developed for the task of coreference resolution were
performed for the English language. Consequently, publicly available
corpora that were created for this task are also available mostly for Eng-
lish, e.g., at the Message Understanding Conferences (MUC6 andMUC72)
[5].

2 http://www-nlpir.nist.gov/relatedprojects/muc/
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In the context of machine translation, a hand-engineered rule-based
approach to identify and resolve Spanish zero pronouns that are in the
subject grammatical position is proposed by [6]. In their study, a slot
unification grammar parser is used to produce either full parses or par-
tial parses according to a runtime parameter. The parser produced ”slot
structures” that had empty slots for unfilled arguments. These were used
to detect zero pronouns for verbs that were not imperatives or impersonal
(e.g., ”Llueve.”/”[It] rains.”). For testing the zero pronouns, the Lexesp
corpus was used, which contains Spanish texts from different genres. It
has 99 sentences, containing 2213 words, with an average of 21 words
per sentence. The employed heuristics detected 181 verbs, of which 75%
had a missing subject, and the system resolved 97% of those subjects
correctly.

Furthermore, another Spanish corpus annotated with more than 1200
ZPs was created to complement the previous study by considering the
detection of impersonal clauses using hand-built rules; the reported F-
measure is 57% [7, 8].

Ching-Long Yeh tried detecting and resolving zero pronouns in Chi-
nese [9] byPOS-tagging followed by phrase-level chunking. Data struc-
tures calledtriples were created from the chunked sentence, to be used
both in detecting zero pronouns and in resolving them. Yeh tested on a
corpus of 150 news articles containing 4631 utterances and 41000 words.
A precision of 80.5% in detecting zero pronouns was reported. For the
resolution stage, a recall of 70% and a precision of 60.3% of the total
zero anaphors were achieved.

Converse [10] developed a rule-based approach on data from the Penn
Chinese Treebank. The heuristic used is based upon Hobbs’ algorithm,
which traverses the surface parse tree in a particular order looking for
a noun phrase of the correct gender and number [11]. Converse defined
rules to substitute the lack of gender and number verb markers in the
corpus, and imposed selectional/semantic restrictions, both in order to
reduce the number of candidates and obtain a better accuracy. The com-
puted recency baseline is 35%, and the top score is 43%.

Another machine learning approach which identifies and resolves zero
pronouns for Chinese is described in [12], and the results are comparable
to the ones obtained in [10]. Making use of parse trees and simple rules to
determine theZP andNP candidates, two classifiers are built for the iden-
tification of actualZP from the candidate list and for resolving each of the
previously identifiedZPs to one of the candidateNPs. The feature vectors
were then computed for theZP candidates and for their antecedents, and
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a value of 28.6% was obtained for the task of identifying zero pronouns,
and 26% for resolution. However, the training data is highly dispropor-
tionate, with only one positive example for 29 negative examples. The
best results were reported at a ratio of 1:8 positive:negative.

Other languages that have been more intensively and recently studied
are Portuguese [13], Japanese [14] and Korean [15, 16].

In contrast, fewer studies have been performed for the coreference
resolution in Romanian. A data-driven SWIZZLE-based system for mul-
tilingual coreference resolution is presented in [17]. The authors create a
bilingual collection by having theMUC-6 andMUC-7 coreference train-
ing texts translated into Romanian by native speakers, and using, wher-
ever possible, the same coreference identifiers as the English data and
incorporating additional tags as needed. By using an aligned English-
Romanian corpus, they exploit natural language differences to reduce
uncertainty regarding the antecedents and manage to correctly resolve
coreferences. Furthermore, bilingual lexical resources are used, such as
an English-Romanian dictionary and WordNets, to find translations of the
antecedents for each of the language.

Another study on a rule-based Romanian anaphora resolution system
relying on RARE [18] was reported in [19]. First, the input is analysed
using a morphological parser and a nominal group identifier. Afterwards,
by employing hand-written weighted rules, such as regarding agreement
in person, gender, or number, the system manages to identify coreferen-
tial chains with a success rate of 70% and anMUC precision and recall of
25% and 60%, respectively.

However, it should be noted that none of these studies consider zero
pronominal anaphora in their development.

4 CORPORA

This section describes the corpora on which this study is based. In the first
subsection, details about the annotation are provided, whilst in the second
subsection some statistics regarding the distribution of zero pronouns in
the corpora are included.

The documents included in the corpus are classified in four genres,
i.e., law (LT), newswire (NT), encyclopaedia (ET), and literature (ST). The
newswire texts contain international news published in the beginning of
2009, while the law part of the corpus represents the Romanian consti-
tution. The literary part is composed of children’s short stories by Emil
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Gârleanu and Ion Creangă, whilst the encyclopaedic corpus comprises
articles from the Romanian Wikipedia on various topics.

The important contribution of this study is two-fold: the selection of
genres which are likely to be relevant to severalNLP applications (e.g.,
multiple choice test generation, question answering), and manual anno-
tation of all four genres with the anaphoric zero pronouns information.

In what follows, the annotation setup is provided, and some statistics
regarding the distribution of zero pronouns are presented in the second
subsection.

4.1 Annotation

The documents comprised in the corpora were parsed automatically using
the web service published by the Research Institute for Artificial Intelli-
gence3, part of the Romanian Academy. This parser provides the lemma
and the morphological characteristics regarding the tokens.

The texts were afterwards manually annotated for zero pronouns by
two authors, in order to create a golden standard. The inter-annotator
agreement regarding the existence of zero pronouns is 90%.

A zero pronoun was manually identified by the addition of the fol-
lowing emptyXML tag containing the necessary information as attributes
into the parsed text:

<ZERO_PRONOUN id="w152.5" ant="w136"
depend_head="w153" agreement="high"
sentence_type="main" />

EachZ E R O P R O N O U Ntag includes various pieces of information re-
garding its antecedent (theant attribute), the verb it depends on (the
depend head attribute) and the type of sentence it appears in (i.e.,
the sentence type attribute). The attribute coresponding to the an-
tecedent may have one of three types of values: (i)elliptic, if there is no
antecedent, (ii)non nominal, if the antecedent is a clause, or (iii) a unique
identifier which points back to the antecedent, in the case of anAZP. The
dependency head attribute points to the verb on which the zero pronoun
depends. If the verb is complex, it points to the auxiliary verb. In order
to cover the possible clauses where the zero pronoun appears, one more
attribute (sentence type) provides information about the kind of sentence
(main, coordinated, subordinated, etc.).

3 http://www.racai.ro/webservices/
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4.2 Statistics

The currently gathered corpus comprises over 55000 tokens and almost
1000 zero pronouns, as shown in Table 1. Nevertheless, it can be noticed
from the table that the legal and literary texts have a very low and a very
high, respectively, density ofZP per sentence.

Table 1.Description of the corpora.

Overview ET LT ST NT Overall
No. of tokens 17191 13739 5141 19374 55445
No. of sentences 728 790 371 852 2741
No. of ZP 235 113 391 258 997
Avg. tokens/sentence 23.61 17.39 13.85 22.73 20.22
Avg. ZP/sentence 0.32 0.14 1.05 0.30 0.36

The distribution of the zero pronouns in the studied corpora is pro-
vided in Table 2. The distances from zero pronouns to their antecedents
in the case of newswire and literature texts reveal unique values. This
is due to the different writing styles, in which either to avoid possible
misinterpretations, or to increase the fluency of narrative sequences, the
authors adjust the use of zero pronouns. However, the distance to the de-
pendent verb is constant throughout the corpora, which is on average 1.68
tokens away.

Table 2.Distances between theZP and its antecedent and dependent verb.

Corpus
Antecedent
(sentences)

Antecedent
(tokens)

Dependent
verb (tokens)

ET 0.68 23.87 1.77
LT 1.07 38.55 1.56
ST 2.92 46.63 1.62
NT 0.02 7.44 1.74
Overall 1.43 30.21 1.68

Considering that no previous study has been undertaken for the Ro-
manian language, we note that the results for the encyclopaedic and legal
texts can be compared to the ones obtained for another Romance lan-
guage, Spanish, in [7].
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5 EVALUATION

5.1 Identification of Zero Pronouns

The first goal is to classify the verbs into two distinct classes, either with
or without a zero pronoun. The chosen method in this study is supervised
machine learning, using Weka4 [20, 21]. Therefore, a feature vector was
constructed for the verbs. The vector is composed of the following eleven
elements:

– type – the type of the verb (i.e. main, auxiliary, copulative, or modal);
– mood – the mood of the verb (indicative, subjunctive, etc.);
– tense – the tense of the verb (present, imperfect, past, pluperfect);
– person – the person of the conjugation (first, second, or third);
– number – the number of the conjugation (singular or plural);
– gender – the gender of the conjugation (masculine, feminine, neuter);
– clitic – whether the verb appears in a clitic form;
– impersonality – whether the verb is strictly impersonal (such as me-

teorological verbs);
– ’se’ – whether the verb is preceded by the reflexive pronoun ”se”;
– numberof verbsin sentence – the number of verbs in the sentence

where the candidate verb is located;
– hasZP – whether the verb has aZP.

The first seven elements of the feature vector are extracted from the
morphological parser’s output, whilst the next three elements are com-
puted automatically based on the annotated texts. The last item is the
class whose values are true if the verb allows zero pronouns and false
otherwise, and it is used only for training purposes. When in test mode
the class is not used, except when computing the evaluation measures.

The data set on which the experiments were performed includes 1994
instances of the feature vector. Half of these instances correspond to the
997 verbs which have an associatedZP, whilst the other half contains ran-
domly selected verbs without aZP. As the baseline classifier employed,
ZeroR, takes the majority class, the baseline to which we need to compare
our accuracy is 50%.

We experimented with multiple classifiers pertaining to different cat-
egories. The results that follow are obtained by 10-fold cross validation
on the data. Precision, Recall and F-measure for each of the classes of

4 http://www.cs.waikato.ac.nz/ml/weka/
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verbs and the accuracy for three classifiers (SMO, Jrip, and J48) and one
meta-classifier (Vote) are included in Table 3. SMO is the implementa-
tion of SVM, J48 is an implementation of decision trees, and Jrip is an
implementation of decision rules. The Vote meta-classifier is configured
to consider the three previous classifiers using a Majority Voting combi-
nation rule.

Table 3.Scores from four classifiers for the classes of verbs.

Classifier Accuracy
hasZP not ZP

P R F1 P R F1
SMO 0.739 0.814 0.620 0.704 0.693 0.859 0.767
Jrip 0.734 0.722 0.764 0.742 0.749 0.705 0.727
J48 0.746 0.783 0.683 0.730 0.719 0.810 0.762
Vote 0.745 0.785 0.675 0.726 0.715 0.815 0.762

The results may vary slightly, since only a subset of verbs with no
ZP was selected. Nevertheless, repetitions of the experiment with differ-
ent test datasets produced similar values. As observed, the Vote meta-
classifier does not improve the results, which leads us to the conclusion
that the three classifiers make relatively the same decisions.

In order to observe the rules according to which the decisions are
made, the Jrip classifier was employed. The obtained output is included
in Figure 1. The most used attribute is clearly the mode of the verb, whilst
the gender and the clitic form do not appear at all.

Aiming at determining which features most influence classification,
regardless of the classifying algorithm, two attribute evaluators have pro-
vided the results shown in Table 4.

As expected, the most problematic case is that of the present indica-
tive verbs in the third person and preceded by the reflexive pronoun ”se”.
A reason for this effect is that ”se” is part of impersonal constructions
which may or may not have zero pronouns. As a result, the system clas-
sifies the verbs incorrectly.

5.2 Resolution of Zero Pronouns

The second goal of our research is to find the correct antecedent to resolve
the anaphor. The methodology employed in resolving zero pronouns is
supervised machine learning, using the aforementioned gold corpus as
training and test data.
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(MOOD = 1) => HASZP = true (308.0/33.0)
(MOOD = 0) and (TENSE = 2)

=> HASZP = true (200.0/58.0)
(MOOD = 0) and (VERBNUMBERINSENTENCE >= 6)

=> HASZP = true (140.0/44.0)
(MOOD = 0) and (TENSE = 3) => HASZP = true (28.0/2.0)
(MOOD = 0) and (PERSON = 0)

=> HASZP = true (36.0/6.0)
(PERSON = 2) and (VERBNUMBERINSENTENCE >= 5) and

(VERBNUMBERINSENTENCE >= 6)
=> HASZP = true (139.0/58.0)

(MOOD = 0) and (NUMBER = 0) and (TENSE = 1)
=> HASZP = true (52.0/14.0)

(MOOD = 0) and (NUMBER = 0) and (PERSON = 1)
=> HASZP = true (22.0/3.0)
=> HASZP = false (1069.0/290.0)

Figure 1: Rules output from the Jrip classifier.

Table 4.Attribute selection output from two attribute evaluators.

Attribute ChiSquare InfoGain
Mood 437.09 0.1728
Person 29.09 0.0108
Verb number in sentence 15.97 0.0058
Tense 15.42 0.0057
Type 14.65 0.0053
Impersonality 10.35 0.0044
Number 7.44 0.0026
’Se’ 5.28 0.0019
Gender 1.95 7E-4
Clitic 0 0

The feature vector that was constructed for the verbs and antecedent
candidates is composed of 21 elements, the first nine of which are the
same as in the identification stage. The other are briefly described in what
follows:

– numberof verbsin sentence – the number of verbs in the sentence
where the zero pronoun is located;

– candidatepos – the part of speech of the candidate (i.e. noun or pro-
noun);
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– candidatetype – the type of the candidate (i.e. main, auxiliary, cop-
ulative, or modal);

– candidatecase – the case of the candidate (direct, oblique, or voca-
tive);

– candidateperson – the person of the candidate (first, second, or third);
– candidatenumber – the number of the candidate (singular or plural);
– candidategender – the gender of the candidate (masculine, feminine,

or neuter);
– candidatedefinite – whether the candidate appears in a definite form;
– candidateclitic – whether the candidate appears in a clitic form;
– distancesentences – the distance in sentences between the verb and

the candidate;
– distancetokens – the distance in tokens between the verb and the

candidate;
– isAnt – whether the candidate is theZP’s antecedent (verb’s subject).

Two baselines have been taken into account for this stage. Firstly,
the ZeroR classifier takes the majority class as the class for the entire
population. Due to the selection of the data, its accuracy is 50%.

The second baseline employed considers as antecedent the first previ-
ous noun, pronoun, or numeral which is in gender and number agreement
with the verb. Its accuracy is really low, only 12.52%. Most of the cases
that are correctly identified by this baseline are those in which the verb
is in the subjunctive mood, and the antecedent precedes it and is declined
in the oblique case. Such an example is included in the sentence below,
whereit refers toMacedonia.

[...] a cerut Macedonieizp[ea] să stabileasc̆a relaţii diplomatice la Kosovo.
[...] asked Macedoniazp[it] to establish diplomatic relations in Kosovo.

The classifiers that were experimented with are the same as those in
the prior identification stage. The SMO, JRip, and J48 classifiers and Vote
meta-classifier were run with a 10-fold cross validation, and the results
that were obtained are included in Table 5.

Due to the fact that only a subset of false candidates was considered
in the training and test data, the results vary between various re-runs of
the experiment. However, repeating the experiment several times with
different data proved that the variations are small and are not statistically
significant. The SVM classifier is outperformed by the other two, deci-
sion trees and decision rules, and also by the Vote meta-classifier.

Figure 2 shows decision rules for the JRip classifier. The features
that occur on higher levels, such as the distances, candidate case,POS, or
definiteness, appear to help classify most of the given antecedents.
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Table 5.Classifier results for the classes of candidates.

Classifier Accuracy
is Antecedent not Antecedent
P R F1 P R F1

SMO 0.727 0.717 0.751 0.733 0.738 0.703 0.720
JRip 0.839 0.882 0.783 0.829 0.805 0.895 0.848
J48 0.864 0.852 0.882 0.867 0.877 0.847 0.862
Vote 0.865 0.867 0.862 0.865 0.863 0.868 0.865

(DISTANCESENTENCES >= 1) and (DISTANCESENTENCES <= 5)
and (CANDIDATEDEFINITE = 1)
=> ISANTECEDENT = false (372.0/28.0)

(DISTANCESENTENCES >= 1) and (DISTANCESENTENCES <= 5)
and (VERBNUMBERINSENTENCE >= 4)
=> ISANTECEDENT = false (202.0/28.0)

(DISTANCESENTENCES >= 1) and (DISTANCESENTENCES <= 5)
and (CANDIDATECASE = 1)
=> ISANTECEDENT = false (68.0/8.0)

(DISTANCESENTENCES >= 1) and (DISTANCESENTENCES <= 5)
and (CANDIDATENUMBER = 1)
=> ISANTECEDENT = false (45.0/7.0)

(DISTANCESENTENCES >= 1) and (DISTANCESENTENCES <= 5)
and (DISTANCESENTENCES >= 2) and (CANDIDATEPOS = 0)
=> ISANTECEDENT = false (166.0/57.0)

(CANDIDATEPOS = 1) and (CANDIDATEDEFINITE = 1)
=> ISANTECEDENT = false (37.0/1.0)

(CANDIDATETYPE = 5)
=> ISANTECEDENT = false (13.0/3.0)

(DISTANCESENTENCES >= 1) and (DISTANCESENTENCES <= 3)
and (CANDIDATETYPE = 0)
=> ISANTECEDENT = false (9.0/1.0)

(CANDIDATECASE = 1) and (DISTANCETOKENS >= 16)
=> ISANTECEDENT = false (4.0/0.0)
=> ISANTECEDENT = true (824.0/87.0)

Figure 2: Rules output from the Jrip classifier.

The attributes that are the most salient in this classification, according
to Table 6, are the distances between the candidate and the verb, measured
in both sentences and tokens. Other very important attributes are the def-
initeness, case, and type of the candidate, as can also be observed from
the aforementioned decision rules.
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It is important to note that the learning model relies more on candidate
features than on verb features. While some of the candidate features have
very high values, most of the verb features are given a null value by the
two attribute evaluators, ChiSquare and InfoGain. The features with null
values have been omitted from the table.

Table 6.Resolution attribute selection output from two attribute evaluators.

Attribute ChiSquare InfoGain
Distance in sentences 770.282 0.3608
Distance in tokens 491.870 0.2212
Candidate definite 168.496 0.0714
Candidate case 154.011 0.0688
Candidate type 93.328 0.0480
Verb number in sentence 20.063 0.0083
Candidate person 7.825 0.0041
Candidate gender 5.542 0.0022
Verb mood 5.062 0.0021
Verb type 1.447 0.0006
Candidate PoS 1.100 0.0004
Verb tense 0.819 0.0003
Candidate number 0.224 0.0001

6 CONCLUSIONS AND FUTURE WORK

This paper presents a study on the distribution, identification, and resolu-
tion of zero pronouns in Romanian. By creating and manually annotating
a multiple-genre corpus, zero pronouns are identified and resolved us-
ing supervised machine learning algorithms. The accuracies of 74% for
identification and 86% for resolution are comparable to those obtained
for other languages for which such studies have been performed.

Concerning the usability of this study, applications include question
answering and automatic summarisation. As a large number ofZPs are
present in text, extracting the correct subject of important actions is vi-
tal. Furthermore, machine translation might benefit for pairs of languages
with different rules regarding zero pronouns. Moreover, since the distrib-
ution depends largely on the genre, it might depend on the author as well,
and thus automatic zero pronoun identification might be used in plagia-
rism and authorship detection.
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Recognizing Deverbal Events in Context
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ABSTRACT

Event detection is a key task in order to access information through
content. This paper focuses on events realized by deverbal nouns
in Italian. Deverbal nouns obtained through transpositional suf-
fixes (such as -zione; -mento, -tura and -aggio) are commonly
known as nouns of action, i.e. nouns that denote the process/action
described by the corresponding verbs. However, this class of nouns
is also known for a specific polysemous alternation: they may de-
note the result of the process/action of the corresponding verb.
This paper describes a statistically based analysis that helps to
develop a classifier for automatic identification of deverbal nouns
denoting events in context by exploiting rules obtained from syn-
tagmatic and collocational cues identified by linguists.

1 INTRODUCTION

In Italian, deverbal nouns obtained through transpositional suffixes (such
as -zione; -mento, -tura; and -aggio) are commonly known as nouns of
action (nomina actionis) or nominalizations, i.e. nouns which denote the
process/action described by the corresponding verbs. This class of nouns
is also known for a specific lexical ambiguity phenomenon: they may
denote the result of the process/action of the corresponding verbs. Com-
monly, these two different denotations of deverbal nouns are namedevent
(example 1) andresult (example 2) reading:

(1) LacostruzioneEV ENT del pontée durata tre anni.
The building of the bridge lasted three years.
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(2) QuestacostruzioneRESULT é imponente.
This building is huge.

This paper focuses on a statistically based analysis for the disam-
biguation of Italian deverbal nouns in context, using syntagmatic and
collocational cues that are specific for the identification of the eventive
reading. The classifier has been built using J48, the rule version of the
decision tree classifier C4.5, and distributed through the Weka platform
[1]. Two different training sets have been used: the It-TimeBank corpus1,
a corpus of Italian newpaper articles annotated with the Italian version of
the TimeML specifications [2] and the La Repubblica Corpus [3].

From each set of data we have extracted co-occurence frequencies
with a list of relevant syntagmatic cues (namely verbs and adjectives)
identified through a detailed review of linguistically oriented works such
as [4–6].

Next to this set of linguistically informed cues, we have also experi-
mented the use of parts-of-speech (POS) sequences, which from previous
works in word sense disambiguation tasks have proved useful ([7] among
others).

In addition to the development of a classifier for disambiguating the
eventive reading of deverbal nouns in Italian, we also want to verify the
usefulness of the linguistically informed features, i.e. how powerful they
are in discriminating the correct reading, by exploiting different types of
training data, namely manually annotated tokens (single sentence level)
vs. distributional frequencies of pre-classified types (global corpus level).
We test whether a combination of relevant lexical cues useful for broad
semantic classification out of context and syntactic patterns essential for
the discrimination in context can help for the disambiguation of deverbal
nouns.

The remaining of the paper is structured as follows: Section 2 de-
scribes the set of linguistically motivated features that emerges from the
review of previous related works. Section 3 is devoted to the description
of the classifier by means of the the experiments we conducted and their
evaluation. In Section 4 the methodology we have adopted is compared
with previsous works in NLP on this subject. A tentative comparison of
the results is outlined though the data sets used for the evaluation are
different. Finally, Section 5 reports on the conclusions and future devel-
opments.

1 The corpus is still under development and not officially distributed.



RECOGNIZING DEVERBAL EVENTS IN CONTEXT 93

2 SYNTAGMATIC AND LEXICAL CUES FOR DEVERBAL NOUNS

DISAMBIGUATION

To automatically detect nouns that denote an event, morphological suffix-
ation provides an important cue. However, deverbal nouns exhibit a pe-
culiar and complex kind of logical polysemy [8]. The deverbal nouns can
denote the act but also the result of an action, both as an abstract result (as
in “L’espressionedi Maria fu inopportuna” [Maria’s statement was out of
context]) or as a concrete result (as in “L’espresionescritta alla lavagna
era scorretta” [The formula on the blackboard was wrong]). In these
cases, the new meaning is the object of the verb though in other cases
the non-eventive meaning can denote a result state (“la coagulazionedel
sangue” [blood clotting]), an instrument (“L’ illuminazione della sala fu
rimessa in funzione” [The illumination of the room was brought back
into operation]), a material (“la segatura” [the sawdust]), a person or ob-
ject responsible for the action (“la difesaaccus̀o i giudici” [the defense
accused the judges]), the place where the predicate is realized (“la sua
sistemazioneera un lussuoso appartamento” [his accommodation was a
luxury apartment]), the modality (“la classificazionedei libri è pessima”
[the book classification is wrong]).

Theorical literature on this subject such as [5, 9, 6] points out the se-
lection of specific cues for the identification of the two possible readings.
For clarity’s sake we report in Table 1 this set of cues.

Table 1. Cues for the identification of the eventivevs. non-eventive reading of
deverbal nouns.

Features/cues Event reading Non-eventive reading
Obligatory realization of verb argument
structure by means of a PPs

+ -

Pluralization + -
Telicity of the verb + -
Verb grammatical class + +
Type of determiner + -
Aspectual modifiers + -
Agent-oriented modifiers + -
Co-occurrence with eventive predicate + -
Complement clause at the infinitive + -
by-phrases, relational adjectives and pos-
sessive determiners as realizations of the
subject of the deverbal noun

+ -
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In [10], the relevance of these cues was verified through a corpus-
based quantitative analysis on a set of 842 Spanish deverbal nouns (over
a total of 3,075 occurrences and 1,121 senses). We claim that their results
can be applied to Italian given the high similarity of the two languages.

Among the scholars there is not a complete agreement on these fea-
tures. Moreover, a small set of cues is suggested but no effort is made
to establish the nature of their discriminative role (i.e are they dichoto-
mous?) or to rank the cues on the basis of their discriminative strength.
As a consequence, linguistic theories lack of classification rules that in-
stead are strictly necessary for computational systems. The identification
of the most relevant cues and corresponding values must be carefully
conducted since we aim at automatically detect them in text.

In the remaining of this section, we will go through some of the fea-
tures listed in Table 1. Descriptive statistics on the features are reported to
briefly asses their import. The figures have been obtained through a test
set of 581 deverbal nouns extracted from the It-TimeBank (see Section 3
for details on the resource) Corpus. The test set contains 440 occurrences
of eventive nouns and 141 non-eventive nouns.

Obligatory realization of the argument structure with a PPOne of the
most controversial point is related to the role of argument structure. [5]
claims that only complex event nouns2 have argument structure and its re-
alization is compulsory. On the other hand, other scholars ([9], [6] among
others) consider the presence of argument structure as an ancillary ele-
ment for the disambiguation of deverbal nouns. These authors go even
further in claiming that all event nouns, both complex and simple, can
have arguments and its overt (i.e. superficial) realization is not necessary
in order to instantiate the event reading.

For instance, the noun “fucilazione” [shooting] has event readings
both in example 3 and in 4, though in 4 there is no overt (superficial)
argument realization:

(3) LafucilazioneEV ENT della prigionieraArg1 da parte dei soldatiArg0.
The shooting of the prisoner by the soldiers.

(4) La fucilazioneEV ENT ha avuto luogo nella piazza.
The shooting took place in the square.

2 In her account, Grimshaw distinguishes among three types of nominalizations,
namely (i.) complex event nominals, which requires the obligatory realization
of the verb argument structure, (ii.) simple event nominals, which have event
reading but do not realize argument structure and (iii.) result nouns.
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The results from [10]’s analysis have provided a partial support to this
latter hypothesis. They have observed that almost every eventive reading
of deverbal nouns (98%) presents a realization of the argument structure.
However, they have also observed that there are cases in which the argu-
ment structure is not realized and argument structure can be realized by
constituents other than PPs, such as possessive determiner. As for Italian
[8] argues that predicate arguments can be omitted but they are frequently
expressed through the preposition “di” and that possessive adjectives can
express arguments as well.

On the basis of these results, the presence of the argument structure
could be a discriminating cue but the automatic detection of internal ar-
guments of deverbal nouns is not an easy task due to the fact that their
identification is subordinated to the identification of the status of the de-
verbal noun (eventivevs. non-eventive). In Table 2 we report the percent-
ages of nouns co-occurring with the realization of the argument structure
in the dataset. If the argument structure is preferentially realized through
the PPs “di/del”, it is apparent that eventive nouns are more often fol-
lowed by this kind of phrases with respect to non eventive nouns. From
the data, it seems that possessive modifiers tend to co-occur with non-
eventive readings against linguists’ intuitions.

Table 2. Co-occurrence percentages of the cues for argument structure realiza-
tion.

Noun type Possessive modifiers PPs Di / Del
eventive deverbal nouns 0.8% 47% 40%
non eventive deverbal nouns 2.5% 28% 22%

Pluralization The occurrence in plural forms of a deverbal noun is con-
sidered as a discriminating cue for detecting its non-eventive reading. As
a matter of fact, [10] reports that 98% of the plural instances of deverbal
nouns have a non eventive reading. On our dataset (see Table 3): deverbal
eventive nouns are less frequently pluralized with respect to non-eventive
nouns, even if the difference is not striking.

Type of determinerAccording to the theoretical literature, if the deter-
miner of a deverbal noun is a definite article, the noun will have an even-
tive reading. As reported in [10], this hypothesis is not verified by a cor-
pus analysis. Demonstratives tend to prefer resultative (i.e. non-eventive)
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Table 3.Percentages of singular and plural occurrences.

Noun type Singular Plural
eventive deverbal nouns 87% 13%
non eventive deverbal nouns 59% 41%

readings. Even if these features are reported in literature, it is hard to
define how they can be used to disambiguate the correct reading of the
deverbal nouns because the differences in percentages between eventive
and non-eventive readings are not significant. However, they are retained
in our analysis because linguists’ intuitions report on their role.

Table 4.Co-occurrence percentages of determiners.

Noun type il/la un/una demonstrative
eventive deverbal nouns 39% 13% 1%
non eventive deverbal nouns 33% 10% 3.8%

Aspectual modifiers[10] did not report any figures on collocational cues
in their study. However, it is possible to identify a rich list of relevant lex-
ical items which could help in the classification of eventive nouns out of
context and their identification in context. We manually selected a set of
53 high frequency adjectives and 41 verbs that can be reputed good col-
locational cues for the identification of eventive readings. In particular,
we focus our attention on a selection of aspectual concurrent adjectives
(e.g. “annuo” [yearly], “contemporaneo” [contemporary], “immediato”
[immediate]) that modify more frequently eventive nouns. Other poten-
tially interesting lexical cues are agent-oriented adjectives (e.g. “abile”
[able], “moderato” [moderate], “volontario” [voluntarily]) ) that tend to
co-occur with eventive nouns. Finally, we consider the co-occurrences
of the nouns either as the object or as the subject of eventive predicates,
such as “continuare” [to continue], “finire” [to finish], “ rimandare” [to
postpone] and so on and so forth.

3 TOWARDS THE CLASSIFIER: EXPERIMENTS AND RESULTS

In the development of the classifier we want to compare, on one hand,
syntagmatic and collocational information from manually annotated cor-
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pora with co-occurrence frequencies from large corpora extracted after a
coarse grained annotation derived from a lexical resource. On the other
hand, we want to test the relevance of the cues suggested by linguists with
similar cues extracted without previous assumptions.

The data set we have used to train the Weka version of the C4.5 algo-
rithm is composed by three different sets of data: two training datasets,
the It-TimeBank corpus and the La Repubblica Corpus [3], and one test
set, composed by a TimeML-compliant manually annotated data from the
La Repubblica Corpus.

The It-TimeBank is an Italian corpus composed by 149 newspaper
articles, for a total of more than 63 thousand tokens, with 18,312 of
them being labelled as nouns. Six annotators have manually applied the
TimeML specifications [2] by distinguishing between temporal expres-
sions, events and signals. As far as the event annotation is concerned
the corpus contains 8,138 tokens annotated as events (including verbs,
nouns, adjectives and prepositional phrases), 3,695 of whom are realized
by nominal tokens. As already stated, we have a grand total of 581 de-
verbal tokens realized by means of transpositional suffixes, which count
440 event tokens and 141 non-eventive ones. Inter-annotator agreement
on event annotation is K = 0.87 and average precision and recall 0.89,
which guarantee a reliable supervised data set. A subset of 31,000 tokens
of this corpus was released for the SemEval 2010 TempEval-2 task [11].

The La Repubblica set is a training dataset composed by 1054 high
frequency nouns and subdivided in two sub-sets: 566 deverbal nouns ex-
clusively eventive such as “pulitura” [cleaning], “proliferazione” [prolif-
eration] selected according to the transpositional suffixes in analysis, and
488 non eventive nouns such as “aula” [classroom], “testo” [text]. These
nouns have been extracted automatically by associating to each noun in
the corpus its highest hyperonym in MultiWordNet [12].

As test set we have 444 sentences randomly extracted from La Re-
pubblica corpus containing a deverbal noun. They were manually anno-
tated by the authors: 281 sentences contain an eventive occurrence of a
deverbal noun and 163, non-eventive. The features’ extraction was auto-
matically performed on a dependency parsed version of the datasets [13].

3.1 Experiment 1: type occurrences and token occurrences of eventive
and non-eventive nouns

We apply the J48 classifier provided by Weka, with La Repubblica data as
training set. Distributional patterns have been largely used to find seman-
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Table 5.Results. Here A is accuracy, P precision, R recall, and F is F-measure.

Noun type La Repubblica It-TimeBank
A P R F. A P R F

event reading 0.72 0.88 0.80 0.63 1 0.77
not-event reading 0.68 0.41 0.51 0 0 0
event + not-event 71.5% 0.70 0.71 0.69 63.5% 0.40 0.63 0.49

tically related nouns at type level in large corpora [14] and have proved
their utility for semantic classification tasks. For instance, [15] obtain an
accuracy of 75% for the classification of eventive nouns. But the reverse
is true: from previously classified semantic items discriminative distribu-
tional patterns for token occurrences can be induced.

We have considered as baseline the most frequent class as the correct
one, i.e the eventive reading, which corresponds to the 63.2%. The accu-
racy obtained against the test set is 71.5%, which ouperforms the baseline
of 8 points, with an overall F-measure of 0.69. If we split the results on
the basis of the readings, or classes, of the deverbal nouns, the results
show that the classifier performs better on eventive readings (F-measure
= 0.80) than on non-eventive ones (F-measure = 0.51). Detailed results
are reported in Table 5 under the heading “La Repubblica”.

3.2 Experiment 2: token occurrences as training

The second experiment uses the It-TimeBank corpus as training set. The
results are lower than those obtained when using the La Repubblica Cor-
pus. We obtain an overall accuracy of 63.5% (F-measure = 0.49), which
is very close to the baseline. It is striking to observe how with this highly
supervised training set the classifier performance is worse. In particular,
no non-eventive reading of the nouns in the test test is correclty clas-
sified. The details are reported again in Table 5 under the heading “It-
TimeBank”.

3.3 Experiment 3: POS sequences as disambiguating cues

Event noun detection for event extraction systems is partially akin to
word sense disambiguation: the aim is to test algorithms for automatic
detection/identification of nouns denoting events in context. Methodolo-
gies that proved their utility for WSD tasks can be tested on event nouns
detection in context. For this reason, we evaluate the relevance of single
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POS preceding or following our key words, performing classifications
even on the basis of sequences of POS, a methodology that [7] reputed
partially good for WSD of nouns. More generally, our aim is to test the
role of POS sequences as not theoretically predetermined features that
are similar, in terms of structural information, to more specific patterns
listed by linguists. The results are discouraging (see Table 6), showing
that even wider POS sequences as 5-grams are not able to help in this
classification task.

Table 6.POSn-grams as disambiguating cue.

POS sequence Accuracy - La Repubblica Accuracy - It-TimeBank
P-1, P0, P+1 41% 70%
P0, P+1, P+2 63.2% 63.2%
P-2, P-1, P0 63.2% 63.2%
P-2, P-1, P0, P+1, P2 37.3% 63.2%

4 RELATED WORKS

In recent years there has been an increasing interest in the NLP com-
munity for automatic event identification as the development of different
systems for the identification of event nouns shows [16], [17] [18] [19]
among others).

To the best of our knowledge, our methodology (and the results ob-
tained) can be directly compared with [20], even if they did not focus
specifically on deverbal nouns. They propose a weakly-supervised method
for detecting nominal events mentions that classify noun phrases on the
basis of a combination of word sense disambiguation and lexical acquisi-
tion techniques. Our training and test sets are smaller but we show how,
with a list of linguistically informed cues, our methodology slightly out-
performs their results for eventive reading of deverbal nouns (88%vs.
87.7%) while is lower for non-eventive ones (41%vs. 60%).

Finally, comparing our results with [19] is not possible because pre-
cision and recall are reported for the component of the classifier that in-
tegrates information from a lexical resource with information extracted
from a corpus. Using just corpus data, as we did in our experiments, they
report an accuracy of 80%, which yields an accuracy which is lower than
their baseline (82.1%). In the overall, our classifier seems to be better for
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the classification of eventive readings of deverbal nouns, while it seems
less promising for the classification of non eventive nouns. This may be
due also to the fact that the features’ set we have identified is mainly
focused on eventive readings.

5 CONCLUSION AND FUTURE WORKS

The availability of methodologies able to identify the correct denotation
of deverbal nouns is essential because it can help to build better event
extraction system but it can also improve the performance of more com-
plex NLP systems such as anaphora resolution, subcategorization frames,
paraphrase detection and temporal processing. Our classifier can be inte-
grated in a broader event extraction system for Italian but it can be used
also for automatically annotate or add semantic information to large cor-
pora reducing the manual effort and costs for their realization.

In this paper we show how to classify deverbal nouns in context as
eventive or non eventive using syntagmatic and collocational informa-
tion relative to past encounters of nouns tagged with the help of a lexical
resource such as MultiWordNet.

We have showed that linguistically informed syntagmatic and lexical
patterns perform better than POS sequences, at least for this task.

Future work will focus on automatic identification of nouns denoting
events, going beyond the present case study on deverbal nouns. Of course,
some integrations in the fatures’ set to improve the identification of non-
eventive readings are necessary, together with a more detailed classifica-
tion of these occurrences (e.g. result/statevs. concrete object). The role
of manually annotated data as training set such as the It-TimeBank is not
clear due to its dimension with respect to the class of deverbal nouns.
With a richer training set manually annotated we will gain clearer evi-
dence on the utility of annotated corpora.
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19. Peris, A., Tauĺe, M., Boleda, G., Rodrı̀guez, H.: Adn-classifier:automatically
assigning denotation types to nominalizations. In Calzolari, N., Choukri,
K., Maegaard, B., Mariani, J., Odijk, J., Piperidis, S., Rosner, M., Tapias,
D., eds.: Proceedings of the Seventh conference on International Language
Resources and Evaluation (LREC’10), Valletta, Malta, European Language
Resources Association (ELRA) (May 2010)

20. Creswell, C., Beal, M.J., Chen, J., Cornell, T.L., Nilsson, L., Srihari, R.K.:
Automatically extracting nominal mentions of events with a bootstrapped
probabilistic classifier. In: COLING-ACL ’06: Proceedings of the COL-
ING/ACL on Main conference poster sessions, Morristown, NJ, USA, As-
sociation for Computational Linguistics (2006) 168–175

I RENE RUSSO

ISTITUTO DI L INGUISTICA COMPUTAZIONALE,
CNR,
ITALY

E-MAIL : <IRENE.RUSSO@ILC .CNR.IT>

TOMMASO CASELLI

ISTITUTO DI L INGUISTICA COMPUTAZIONALE,
CNR,
ITALY

E-MAIL : <TOMMASO.CASELLI@ILC .CNR.IT>



RECOGNIZING DEVERBAL EVENTS IN CONTEXT 103

FRANCESCO RUBINO

ISTITUTO DI L INGUISTICA COMPUTAZIONALE,
CNR,
ITALY

E-MAIL : <FRANCESCO.RUBINO@ILC .CNR.IT>



 

 



IJCLA VOL. 2, NO. 1–2, JAN-DEC 2011, PP. 105–119
RECEIVED 27/10/10 ACCEPTED 26/11/10 FINAL 15/02/11
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using Split Annotation with Active Learning
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ABSTRACT

Active learning succeeds in reducing the size of labeled corpus
while maintaining the high accuracy. However, active learning
requires several iterations of the tagger training, which will not
be practical when the training of an iteration takes long time.
In this paper, we propose to simplify the all-entity labeling task
by splitting the task into a set of single-entity labeling subtasks.
After all entity types are labeled, we merge the data sets into an
all-entity corpus and train the final tagger using the mergedset.
The proposed method achieved the competitiveF1 to the multi-
entity learning but required much less computational time on the
CoNLL chunking and named entity recognition data sets.

1 INTRODUCTION

Part-of-speech tagging, text chunking, named entity recognition, and a
number of tasks in natural language processing are formulated as a se-
quence labeling task. Sequence labeling is a kind of classification tasks
that predicts an output label for each of the corresponding input token in
the sequence. Sequence labeling is also a structured labeling task which
has a special property that an output label does not depend only on the
input sequence, but also on the other output labels. These dependencies
among output labels slow the training of the classifier, and are trouble-
some for an annotator. Although the labeling of a structuredoutput cor-
pus consumes much of human time and effort, a considerably large size
of corpus is still necessary in order to train a precise classifier for a task.
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Active learning is proposed to reduce the labeling cost in numerous
tasks including sequence labeling [6, 11]. The intuition behind it is that
only the informative samples are sufficient for the trainingin order to
achieve high accuracy. Hence, it can reduce the annotation cost from the
whole corpus to a set of informative samples in the corpus. The intuition
of active learning can also be applied to a substructure level, i.e. only
some substructures in the whole structure are informative.Tomanek and
Hahn proposed to manually label only the informative subsequences, and
automatically label the uninformative parts in the sequence [11]. Wan-
varie et al. also proposed similar idea to [11], but they re-estimate the
labels of uninformative parts in the training without explicitly labeling
them [16]. In this paper, we adopt the method in [16] since it can achieve
the similarF1 to the supervised learning while the method in [11] cannot.

In an active learning framework, the informative set of samples are
iteratively extracted from the corpus using the tagger trained on the pre-
viously labeled data. Therefore, an annotator has to wait for the training
to complete before he/she can start labeling for the next iteration. If the
training of the tagger takes long time, the framework will beless prac-
tical. One of the factors which causes the long training timeis the num-
ber of the possible output labels. Although the conditionalrandom fields
(CRFs) can take the output labels into account in the training, the num-
ber of class labels increases and requires long training time. Cohn et al.
proposed a CRFs training technique which simplifies the multi-class clas-
sification to a set of binary classifications [1]. Their method succeeded in
reducing the training time of CRFs, but still required a fully labeled cor-
pus. Here, we adopt their idea to simplify the labeling task into a set of
entity labeling tasks in order to reduce the training time. For example, the
labeling of a corpus consisting of 4 entity types will be split into 4 label-
ing subtasks. Each subtask takes only a single entity type into account.

The rest of this paper starts from the description of conditional ran-
dom fields in Section 3. We summarize the active learning framework
adopted in this paper and the proposed split labeling in Section 4. Sec-
tion 5 contains the comparison between the proposed split labeling and
the conventional all-entity labeling. Finally, we summarize the contribu-
tion of this paper and discuss the future work in Section 6.

2 RELATED WORK

Obtaining partially labeled data is easy in many situations. For example,
we can exploit the keyword link in Wikipedia text for word boundary in-
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formation without any human labeling effort. In the domain adaptation
task, Tsuboi et al. showed that the training using partiallylabeled cor-
pus, augmented with the fully labeled source domain, achieved higher
accuracy than the training with the source domain [13]. Culotta and Mc-
Callum proposed an annotation framework for an informationextraction
task in [2], which allows the partial annotation of the document.

Tomanek and Hahn proposed a semi-supervised active learning frame-
work for sequence labeling which requires only informativetokens to be
manually labeled [11]. Wanvarie et al. also proposed a similar system in
[16, 17], but their system does not require any explicit annotation on unin-
formative tokens. However, all of the systems in [11, 16, 17]employ the
multi-entity CRFs training which we will show later in the experiment
section that the multi-entity CRFs requires long training time.

Standard L-BFGS optimizer [4] for CRFs is slow due to the fullgra-
dient computation, making the active learning impracticalif an annota-
tor has a long waiting time between the labeling iterations.In order to
accelerate the training of CRFs, several optimization techniques were
proposed such as stochastic gradient descent [15]. Apart from the en-
gineering of the optimization itself, Cohn et el. proposed to simplify the
multi-class learning task into a set of binary classification subtasks us-
ing error-correcting codes [1]. Their proposed method can reduce both
of the training time and memory, with a slight decrease in theaccuracy.
Tsuruoka et al. proposed a sentence selection technique forsparse corpus
annotation using active learning [14]. They also succeededin extracting
almost all of the sequences that contain the target entity within a small
amount of CPU time. However, they did not employ the partial anno-
tation. Therefore, they have to label the whole corpus in an all-entity
labeling task.

3 CONDITIONAL RANDOM FIELDS (CRFS)

Given that there are an input sequencex = (x1, ..., xT ) ∈ X composed
of T tokens and the corresponding output sequencey = (y1, ..., yT ) ∈
Y, the conventional CRFs proposed by [3] model the probability of y

using the following probability:

Pθ(y|x) =
eθ·Φ(x,y)

Zθ,x,Y

. (1)
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Z is the normalizing factor:

Zθ,x,Y =
∑

y∈Y

eθ·Φ(x,y) , (2)

which can be computed efficiently using dynamic programming. The fea-
ture functionΦ is a mapping fromx andy to a real value. Supposing that
we haveN training sequences andd features (Φ = (Φ1, ..., Φd)), we will
learn the model parametersθ = (θ1, ..., θd), by maximizing the log like-
lihood of the output sequences given the input sequences in the training
data:

maxLL(θ) = max

N∑

n=1

ln(Pθ(y
(n)|x(n))) . (3)

We employ L-BFGS[4] with parallelized gradient computation to opti-
mizeθ in (3).

Since the sequence probability in (1) of the objective function in (3)
requires a sequence to be fully labeled, we re-define the objective func-
tion for partially labeled sequences following [13] to:

maxLL(θ) = max

N∑

n=1

lnPθ(YL(n) |x(n)) . (4)

YL is a set of ally consistent with the partially labeled sequencex. The
probability ofYL is modified from (1) to

Pθ(YL|x) =
∑

y∈YL

Pθ(y|x) . (5)

4 ACTIVE LEARNING FRAMEWORK

The outline of our labeling framework is shown in Fig.1. The active
learning is mostly similar to the framework in [16] augmented with the
split labeling. In an iteration of each subtask, the system tries to find a set
of informative tokens and ask an annotator to label them. Thelabeling
will stop when the stopping criterion are satisfied. After the annotation
of all subtasks has been finished, the partially labeled corpora from all
subtasks are merged into a single multi-entity corpus for the training of
the final tagger.
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Ss,t : {(x,yL)} is a set of all training sequences with current annota-
tion at iterationt of subtasks
Ssel is a set of informative tokens
x is an input token
for eachs do

curmodel← train(Ss,1) {Initial training}
repeat

Ssel ← Qtok(curmodel, Ss,t) {Selectingq tokens (at most)}
for x ∈ Ssel do

Ss,t+1 ← update(Ss,t, x, label(x)) {Annotation}
end for
curmodel← train(Ss,t+1) {Training}

until (|Ssel| < q) and(κ(Ss,t, Ss,t+1) > stop) {Stopping crite-
rion}
Ss,final ← Ss,t+1

end for
Sfinal ← merge(Ss,final) {Merge training sets}
finalmodel← train(Sfinal)

Fig. 1: Active labeling framework

4.1 Query and Labeling Strategy

The success key of active learning in reducing the annotation cost relies
on the ability to select a small set of highlyinformativelabeling candi-
dates. There are various definitions ofinformativecandidates such as the
prediction confidence or the information gain[6]. In this paper, we define
the informativeness of a candidate by its prediction confidence owing to
its simplicity. There are also several definitions of the prediction confi-
dence itself. We follow [11, 16, 17] to define the prediction confidence
using the marginal probability:

Pθ(yj = y′|x) =
αj(y

′|x) · βj(y
′|x)

Zθ(x,Y)

α andβ are the prefix and the suffix probabilities. When the marginal
probability of a token is lower than the preset threshold, weregard the
token asinformativeand ask an annotator to label the token.

After a token is labeled, the marginal probability of its neighboring
tokens will change and may exceeds the threshold. Thus, these tokens
will require no labeling effort. The idea is called correction propagation
in [2], and probability re-estimation in [16, 17]. We also employ this idea
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following [16] by labeling only one token per sequence per iteration, and
provide at mostq sequences to an annotator in each iteration.

From the objective function in (4), we cannot benefit from theentirely
unlabeled sequences. On the contrary, adding unlabeled sequences will
slow the optimization process. Therefore, we will train thetagger in a
pass using only the fully labeled, and partially labeled sequences.

4.2 Stopping criterion

The stopping criterion is also an important key of active learning to re-
duce the annotation cost by stopping the learning when it converges.
Since the labeling is done in token unit, the learning can simply stop
after there is no informative token left in the corpus. However, Wanvarie
et al. showed in [17] that adding a few new informative tokensdoes not
help improving theF1 but just wastes the training time.

We employ the stopping criterion in [16], which is describedas fol-
lows. Firstly, we predict the output of all training sequences, both labeled,
partially labeled, and unlabeled using the model in each iteration. Note
that the output of a labeled token is exact, and always correct. Then, we
measure the similarity between the prediction of the modelsfrom two
consecutive iterations using Kappa statistic. The learning can be stopped
if there are few differences between the prediction. We found that the
usualκ = 0.99 is not sufficient to achieve high accuracy.κ is empirically
tuned in the experiments. When the Kappa statistic exceeds the threshold,
κ = 0.9999, the learning will stop.

4.3 Split Labeling

The original corpus contains various types of entity tokens. We split the
labeling task into a set of single-entity labeling tasks. The labeling in
each subtask is also partial labeling. The partially labeled corpora from
all subtasks are merged to build the final corpus, which is still partially
labeled. The final tagger is trained on the all-entity corpususing CRFs
described in section 3.

We assume that there is no ambiguity from human labeling. There-
fore, a token which is labeled as an entity type in a subtask will be labeled
as a non-entity type in the other subtasks. In contrast, a token labeled as
a non-entity type in a subtask may be a real non-entity, or an entity of the
other types. A token is regarded as a non-entity token if and only if it is
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labeled as a non-entity type in all subtasks. Otherwise, thetoken is left
unlabeled in the merged corpus.

However, a few non-entity tokens are labeled in all subtasks. There-
fore, the merged corpus will contain mostly entity tokens, lacking of non-
entity tokens, and is not appropriate for the training. We propose to label
all of the unlabeled tokens by the model prediction of all subtasks in order
to retrieve the non-entity tokens. However, there may be conflicts among
the model predictions. In such cases, we leave the tokens unlabeled.

5 EXPERIMENTS AND DISCUSSION

5.1 Experimental Settings

Table 1: Data statistics

Data set #Sequences #Tokens #Entity types #Entity tokens
CoNLL2000
training 8936 211727 11 183825
test 2012 47377 10 41197
CoNLL2003
training 14987 204567 4 34043
test 3684 46666 4 8112

We evaluated the proposed method on CoNLL data sets; the chunking
task from [9] and the named entity recognition task from [10]. A sentence
is represented as a sequence, while a word is represented as atoken. The
output label for chunking is in IOB2 format [5], while the output label for
named entity recognition is in IOB format [8]. Example of each labeling

B-NP

Porsche

I-NP

B-NP

’s

B-NP

I-NP

registrations

B-NP

O

fell

O

O

to

O

I-NP

554

B-NP

O
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O

I-NP

643

B-NP

O

.

O

IOB2:
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IOB:

Fig. 2: Labeling example
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format is shown in Figure 2. The statistics of each data set issummarized
in Table 1. We used the same features described in [16, 17], which are
summarized as follows.

The variableswi andlwi are the word and its lowercase ati distance
from the current word in a sentence.pi is the part-of-speech (POS) ofwi,
which is provided in the data set.ci is a chunk type which is provided in
CoNLL2003 data set, e.g. NP chunk.wtpi is a set of orthographic fea-
tures of a word such as containing punctuations.pw[c]i andsw[c]i are
c-character prefix and suffix of wordwi, e.g. 3-character prefix of the
word Americanis Ame. yi is an output label ofwi. Each feature tem-
plate is shown in a bracket. All templates are augmented withyi. The
subscript and superscript indicate the running index of theword position.
For example,[wi]

i=1
i=−1 refers to three templates,wi−1, wi, andwi+1.

– CoNLL2000:
• [wi]

i=2
i=−2, [wi, wi+1]

i=0
i=−1, [pi]

i=2
i=−2, [pi, pi+1]

i=1
i=−2,

[pi, pi+1, pi+2]
i=0
i=−2, [yi−1]

– CoNLL2003:
• [wi]

i=1
i=−1, [wi−4, wi−3, wi−2, wi−1], [wi+1, wi+2, wi+3, wi+4]

• [pi]
i=2
i=−2, [pi, pi+1]

i=1
i=−2, [pi−1, pi, pi+1], [lwi]

i=2
i=−2,

[lwi, lwi+1]
i+1
i=−2, [wtpi]

i=1
i=−1

• [ci]
i=2
i=−2, [ci, ci+1]

i=1
i=−2, [ci−1, ci, ci+1]

• [pw2i]
i=1
i=−1, [pw3i]

i=1
i=−1, [sw2i]

i=1
i=−1, [sw3i]

i=1
i=−1, [yi−1]

There are two evaluation criteria; the accuracy which is measured by
F1 using CoNLL evaluation [9], and the annotation cost. The annotation
cost is also evaluated in two aspects; the number of manuallylabeled
tokens, and the computational time in seconds.1 We did not measure the
actual annotation time by human annotators but only simulated the human
annotation using the gold standard corpus.

The initial training set contains the 47 longest sequences from the
training corpus. All tokens in the initial set are manually labeled. The
system will provide at most new 500 informative tokens per iteration to
an annotator. Although large query size requires more labeled tokens and
more annotation time, a few new tokens cannot contribute much to the
accuracy improvement but just wastes the computational time. Our ob-
jective is to achieve the comparableF1 to the supervised learning, while

1 We conducted all experiments on a Xeon 3.0GHz machine. Our CRFs imple-
mentation is in C. The optimization of CRFs is parallelized gradient computa-
tion of L-BFGS using 4 cpus.



ACCELERATING THE SEQUENCE ANNOTATION 113

requiring less number of labeled tokens with reasonable training time.
Therefore, we should also balance the actual labeling time and the tagger
training time. If the tagger training time is approximately10-15 minutes,
the suitable labeling time might be 1-2 hours. If the actual annotation time
per token is few seconds [7, 12], the actual labeling time of 500 tokens
will be approximately an hour and a half.

5.2 Baseline Systems

The baselines are all-entity labeling approaches. The firstbaseline is a su-
pervised active learning system (SupAL). In each iteration, an annotator
will label all tokens from a set of 500 sequences with the lowest sequence
probabilities. In the following experiments, we give a biasto SupALre-
sult by reporting the annotation cost when itsF1 reaches the supervised
F1 level. Note that in the real labeling situation, we do not know the real
achievement ofF1 in advance. The other two baselines are partial annota-
tion systems using all-entity training (All), with the confidence threshold
at 0.90, and at 0.99.

5.3 Result and Discussion

The CPU time per iteration, which is the time an annotator hasto wait
before start labeling the next iteration, is shown in Figure(3a) and Figure
(4a). The CPU time of all settings continued increasing whennew labeled
tokens were added to the training set. The CPU time in an iteration con-
sists of the time for tagger training, token selection, and evaluating the
stopping criterion. Most of the CPU time devotes to the tagger training.

In late iterations ofSupALandAll, an annotator had to wait for more
than 10 minutes in CoNLL2000 labeling, and more than 40 minutes in
CoNLL2003 labeling. In contrast, the proposedSplit approach reduced
a half of the waiting time in both tasks. There were a few earlyitera-
tions which require more than an hour in the training of CoNLL2003
experiments, when using the partially labeled training sequences. Note
that most of the iterations require less than 40 minutes in the training.
We also found similar phenomena in the split labeling but with much
smaller amount of training time. We argue that the tagger wasuncertain
and might incorrectly estimate the output of unlabeled tokens, which pro-
duced strange label distribution, resulting in the long training time.

Figure (3b) and Figure (4b) show the cumulative training time of each
system. While the split labeling required more training iterations than the
all-entity labeling, the cumulative training time was muchless.
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Figure (3c) and Figure (4c) show the number of labeled tokensin
each data set. We reported the number of unique actions in split label-
ing usingSplit, and the number of uniquely labeled tokens usingSplit
(unique). With split labeling, a token may be labeled in several subtasks,
which results in a number of labeling actions. However, we argue that la-
beling a single entity type is easy since the number of possible outputs in
the candidate list is much less than the number in the all-entity labeling.
Moreover, we can parallelize the labeling task by asking a group of anno-
tators to label all subtasks at the same time, which can further accelerate
the labeling. Another possible labeling setting is to ask the annotator to
find the correct label, but strictly train the model in binaryways.

Table 2:F1 of each system

Systems CoNLL2000 CoNLL2003
SupAL 93.42 81.49
All-0.90 93.41 81.21
All-0.99 93.46 81.33
Split-0.90 92.98 80.46
Split-0.99 93.14 81.11

Finally, we comparedF1 of the proposed method with the baselines
in Table 2. The proposed method achieved the competitiveF1 to the full
labeling settings. The slight reduction ofF1 from the all-entity labeling
may due to the lack of inter-entity information since the framework does
not distinguish the non-entity and non-target-entity fromeach other in the
sampling of the split subtasks. Another reason is the rare entity samples
since the tagger failed to extract sufficient number of such tokens for
training.

6 CONCLUSION AND FUTURE WORK

In this paper, we have proposed a sequence annotation framework which
achieved the competitive accuracy to the supervised systemwhile re-
quired much less labeled tokens. The proposed framework also required
reasonable training time compared to the exhaustive time ofthe all-entity
labeling framework in the previous work since it could efficiently select
the informative tokens in less computational time.
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We may be able to further reduce the training time using faster CRFs
optimization techniques such as stochastic gradient descent [15], multi-
class training [1]. Other learning algorithms such as perceptron, support
vector machines are also applicable to our framework. However, we need
to re-define the confidence measurement and the optimizationfor par-
tially labeled sequences.
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ABSTRACT

Recognizing textual entailment has been known as a challenging
task, with many proposed approaches focusing on solving it inde-
pendently. From a broader perspective, there are other semantic
relations between pairs of texts, e.g., paraphrase, contradiction,
overlapping, independence, etc. In this paper, we propose three
basic measurements: relatedness, inconsistency, and inequality,
to characterize these closely relatedTextual Semantic Relations.
We show empirically the effectiveness of these measurements for
the recognition tasks (e.g. an improvement of 3.1% of accuracy
for entailment recognition) with features extracted from depen-
dency paths of the joint syntactic and semantic graph. With the se-
mantic relation space based on these three dimensions, we show
this is a way to achieve a better understanding of general seman-
tic relations between texts.

1 INTRODUCTION

Recognizing Textual Entailment (RTE) has been known as a challenging
task, with interesting close relations to both natural language understand-
ing (i.e. meaning interpretation) and natural language processing (i.e. ap-
plicable to various tasks). The task was defined as to recognize a spe-
cific relation (i.e.entailment) between two texts,text (T) andhypothe-
sis (H). While many attempts have been made to solve the problem in
a standalone manner, fewer investigated the relation between entailment
and other possible semantic relations between pairs of texts.
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From this perspective, most approaches fall into two groups. In the
first group, either the system deals with different cases of entailment with
specialized modules [1, 2], to learn various lexical or inference rules [3,
4] from large scale corpora, or applies logic inference techniques with
manually-crafted rules [5]. In the second group, people work on (seem-
ingly) different tasks, e.g. identifyingcontradiction[6], acquiring para-
phrase [7], and finding answers to the questions [8], and try to connect
these tasks with the RTE research. This paper falls into this category, too.

The termsemantic relationrefers to the relations that hold between
the meaning of two linguistic units. It is commonly used to describe re-
lations between pairs of words, e.g., synonym, hypernym, etc. However,
it has also been used in a wider sense to refer to relations between larger
linguistic expressions or texts, such as paraphrasing, textual entailment,
etc. [9]. We refer to the latter relations asTextual Semantic Relations
(TSRs), to differentiate them from the study of lexical semantic rela-
tions. At a first glance, such generalization makes the already challenging
recognition tasks even more complex. However, if these TSRs are mutu-
ally related, the simultaneous prediction will make much sense.

In previous work, [10] have shown that recognizingrelatednessbe-
tween two texts can be viewed as an intermediate step for entailment
and contradiction recognition. [11] proposed five elementary relations
between text pairs,EQUIVALENT, FORWARD (ENTAILMENT ), REVERSE

(ENTAILMENT ), INDEPENDENT, andEXCLUSIVE and represent them in
terms of entailment and negation. [12] proposed an annotation scheme for
semantic relations between text pairs, including six labels,BACKWARD

ENTAILMENT , FORWARD ENTAILMENT, EQUALITY , CONTRADICTION,
OVERLAPPING, andINDEPENDENT.

In order to obtain a better characterization of all these TSRs, in this
paper, we propose three basic numerical features,relatedness, inconsis-
tency, and inequality. We show empirically these features are effective
for the TSR recognition tasks, e.g. an improvement of 3.1% of accuracy
on entailment recognition and 2.3% on paraphrase identification (Sec-
tion 5.2). Although these three values are not entirely orthogonal to each
other, we can still build an approximate three-dimensional semantic rela-
tion space, and observe distributional difference between various TSRs.

2 RELATED WORK

While textual entailment analysis is now widely spotted in many NLP ap-
plications, e.g. question answering [13] and machine translation evalua-
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tion [14], the state-of-the-art performance of RTE systems is far from sat-
isfactory. According to the yearly RTE challenges (from RTE-1 in 2005
[15] to RTE-5 in 2009 [16]), the average performance of the particpating
systems is around 60% on the two-way annotated data (ENTAILMENT

vs. NON-ENTAILMENT ) and even worse on the three-way annotated data
(ENTAILMENT , CONTRADICTION, andUNKNOWN) introduced from the
RTE-3 pilot task1. Nevertheless, successful systems include both machine-
learning-based classifier [17] and logic-form-based inferencer [18].

A variant of the logic inference rule is the textual inference rule or
other (syntactic or semantic) representations closer to the surface text
than the logic form. The DIRT rule collection [19] has been applied to the
RTE task, although the improvement is limited [20]. [4] acquired unary
rules instead of the binary DIRT-style rules and showed improvement on
the accuracy, although it is still far from satisfactory. Both the logic-rule-
based and textual-rule-based systems suffer from either a laborious and
fragile system with hand-crafted rules (i.e. being lack of recall) or a large
collection of “noisy” rules (i.e. being lack of precision). In order to avoid
these disadvantages, we will treat RTE as a classification task and apply
feature-based machine learning techniques to achieve robustness.

As for the feature space of the machine learning approaches, tree and
graph structures are widely considered. For instance, [21] and their fol-
lowing work used tree editing distance algorithms; and [22] chose a graph
matching method. An alternative to the feature engineering attempts, sup-
port vector machines (SVMs) with different kernels are also popular in
this classification task. Both the (constituent) tree kernel [23, 24] and the
subsequence kernel based on syntactic dependency paths [25] were quite
successful. Therefore, in our work, we will also use an SVM-based clas-
sifier. Instead of using the tree kernels, we extract features based on both
syntactic and semantic dependency paths (or triples) as an approximation
of the meaning, which greatly reduce the number of dimensions of the
feature vectors and achieve better efficiency.

As we mentioned in the introduction, besides RTE, the main goal of
this paper is to build a general framework for recognizing different TSRs.
Previous work on this aspect includes [11]’s proposal of five elementary
relations between texts and our own inventory of six semantic relations
[12]. [11] tested their natural logic system on the FraCaS dataset [26],
which is manually constructed and focuses more on the different linguis-
tic (semantic) phenomena. While the system achieved quite good results

1 http://nlp.stanford.edu/RTE3-pilot/
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on this “text-book” style dataset, the evaluation on the real world texts
(e.g. the RTE datasets) did not show much advantage of their approach.

Apart from the entailment recognition, [6] attempted to discover con-
tradiction, although it was then proved to be an even harder problem.
There is also rich literature on paraphrase (which can be viewed as a bi-
directional entailment relation) acquisition and application [27, etc.]. [9]
mainly focused on EQUIVALENCE and CONTRADICTION recognition in
terms of subjective texts, i.e. opinions. The recent work by [8] proposed
a generic system based on a tree editing model to recognize textual en-
tailment, paraphrase, and answers to questions. We follow this line of
research and draw a more general picture of all these semantic relations.

3 TEXTUAL SEMANTIC RELATIONS

We firstly introduce the TSRs we consider in this paper, and then the three
features we use to characterize the different relations.

In a previous study [12], we have proposed six relations,BACKWARD

ENTAILMENT , FORWARD ENTAILMENT, EQUALITY , CONTRADICTION,
OVERLAPPING, andINDEPENDENT. If we consider the unidirectional re-
lations between an ordered pair of texts (i.e. from the first one (T) to the
second one (H)), the first two relations can be collapsed into one. We
use the name ENTAILMENT , but we mean a strict directional relation, i.e.
T entailsH, but H does not entailT. The original goal of having both
OVERLAPPINGand INDEPENDENTis to capture the spectrum of related-
ness. However, in practice, even the human annotators found it difficult
to agree on many cases. Therefore, we also collapse the last two relations
into one, UNKNOWN, following the RTE label convention. After chang-
ing EQUALITY into PARAPHRASE, the TSRs we mention in the rest of
the paper would be, CONTRADICTION (C), ENTAILMENT (E), PARA-
PHRASE(P), and UNKNOWN (U).

Although semantic relations are supposed to be situation-independent
(i.e. consistently true or false in every possible world), in practice, every
text pair is always in a certain context. Our goal here is to differentiate
these four TSRs using some latent features shared by them, instead of
verifying them in all possible worlds. We assume, there exists a simpli-
fied low-dimension semantic relation space. While the identification of
effective dimensions is a complex question (see Section 5.3 for more de-
tailed discussion), we start only with three dimensions:Relatedness (Rel),
Inconsistency (Inc), and Inequality (Ine), and assume that the different
TSRs would be scattered on this space with different distributions.
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Fig. 1.Workflow of the System

Relatednesscaptures how relevant the two texts are. PARAPHRASE

would be one extreme (fully related), and UNKNOWN would the other
extreme.Inconsistencymeasures whether or how contradictory the two
texts are. CONTRADICTION has the highest inconsistency, and the others
do not have.Inequality mainly differentiates the asymmetric ENTAIL -
MENT from the symmetric PARAPHRASE. Although the other two rela-
tions are symmetric as well, we assume unequal information is contained
in T andH. All three features will be numerical.

There are two approximations here: i) the number of dimensions in
the real semantic relation space is much higher; ii) these three dimensions
we pick are not really orthogonal to each other (as shown in the exper-
iments). Nevertheless, we hope to benefit from the generality of these
measures in the TSR recognition task and will show the empirical results
in Section 5.

4 GENERAL FRAMEWORK

The workflow of the system is shown in Figure 1 and the details of the
important components will be elaborated on in the following sections.

4.1 Preprocessing

In this paper, we generally refer to all the linguistic analyses on the texts
aspreprocessing. The output of this procedure is a unified graph repre-
sentation, which approximates the meaning of the input text. In particu-
lar, after tokenization and POS tagging, we did dependency parsing and
semantic role labeling.

Tokenization and POS TaggingWe use the Penn Treebank style tokeniza-
tion throughout the various processing stages.TnT , an HMM-based POS
tagger trained with Wall Street Journal sections of the PTB, was used to
automatically predict the part-of-speech of each token in the texts and
hypotheses.
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Dependency ParsingFor obtaining the syntactic dependencies, we use
two dependency parsers, MSTParser [28] and MaltParser [29]. MST-
Parser is a graph-based dependency parser where the best parse tree is
acquired by searching for a spanning tree which maximize the score
on an either partially or fully connected dependency graph. MaltParser
is a transition-based incremental dependency parser, which is language-
independent and data-driven. It contains a deterministic algorithm, which
can be viewed as a variant of the basic shift-reduce algorithm. The com-
bination of two parsers achieves state-of-the-art performance.

Semantic Role LabelingThe statistical dependency parsers provide shal-
low syntactic analyses of the entailment pairs through the limited vocab-
ulary of the dependency relations. In our case, the CoNLL shared task
dataset from 2008 were used to train the statistical dependency parsing
models. While such dependencies capture interesting syntactic relations,
when compared to the parsing systems with deeper representations, the
contained information is not as detailed. To compensate for this, we used
a shallow semantic parser to predict the semantic role relations in theT
andH of entailment pairs. The shallow semantic parser was also trained
with CoNLL 2008 shared task dataset, with semantic roles extracted from
the Propbank and Nombank annotations [30].

4.2 Feature Extraction

We firstly extract all the dependency triples fromH, like <word, depen-
dency relation, word>, excluding those having stop words. Then, we use
the word pairs contained in the extracted dependency triples as anchors
to find the correspondingdependency pathsin T. For the following three
representations, we apply slightly different algorithms to find the depen-
dency path between two words,

Syntactic Dependency TreeWe traverse the tree to find the correspond-
ing dependency path connecting the two words;

Semantic Dependency GraphWe use Dijkstra’s algorithm to find the
shortest path between the two words;

Joint Dependency Graph We assign different weights to syntactic and
semantic dependencies and apply Dijkstra’s algorithm to find the
shortest path (with the lowest cost)2.

2 In practice, we simply set semantic dependency costs at 0.5 and syntactic de-
pendency costs at 1.0, to show the preferences on the former when both exist.
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For the features, we firstly check whether there are dependency triples
extracted fromH as well as whether the same words can be found inT.
Only if the corresponding dependency paths are successfully located inT,
we could extract the following features. The direction of each dependency
relation or path could be interesting. We use a boolean value to represent
whetherT-path contains dependency relations with different directions
of theH-path.

Notice that all the dependency paths fromH have length 13. If the
length of theT-path is also 1, we can directly compare the two depen-
dency relations; otherwise, we compare each of the dependency relation
contained theT-path withH-path one by one4. By comparing theT-path
with H-path, we mainly focus on two values, the category of the depen-
dency relation (e.g. syntactic dependency vs. semantic dependency) and
the content of the dependency relation (e.g. A1 vs. AM-LOC). We also
incorporate the string value of the dependency relation pair and make it
boolean depending on whether it occurs or not.

Table 1.Feature types of different settings of the system.
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Table 1 shows the feature types we extract from eachT-H pair. There,
H NULL ? means whetherH has dependencies;T NULL ? means whether
T has the corresponding paths (using the same word pairs found inH);
DIR is whether the direction of the pathT the same asH; MULTI ? adds
a prefix,M , to theREL PAIR features, if theT-path is longer than one
dependency relation;DEP SAME? checks whether the two dependency
types are the same, i.e. syntactic and semantic dependencies;REL SIM?

3 The length of one dependency path is defined as the number of dependency
relations contained in the path.

4 Enlightened by [25], we exclude some dependency relations like “CONJ”,
“COORD”, “APPO”, etc., heuristically, since usually they will not change the
relationship between the two words at both ends of the path.
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only occurs when two semantic dependencies are compared, meaning
whether they have the same prefixes, e.g.C-, AM -, etc.; REL SAME?
checks whether the two dependency relations are the same; andREL PAIR

simple concatenates the two relation labels together.

4.3 TSR Recognition

After obtaining all the features for text pairs with different TSRs, we train
three classifiers for the three measurements,relatedness, inconsistency,
andinequality, and test on the whole dataset to obtain the numerical val-
ues. The training data are labeled according the scheme shown in Table 2.
The later recognition of the TSRs are based on these three measurements.

Table 2.Training data of the three classifiers

relatedness inconsistency inequality
PARAPHRASE + − −
ENTAILMENT + − +
CONTRADICTION + + +
UNKNOWN − − +

5 EXPERIMENTS

5.1 Datasets

Table 3 gives an overview of all the datasets we use in our experiments
and we briefly describe them in the following.

AMT is a dataset we constructed using the crowd-sourcing technique
[31]. We used Amazon’s Mechanical Turk5, online non-expert annotators
[32] to perform the task. Basically, we show the Turkers a paragraph of
text with one highlighted named-entity and ask them to write some facts
or counter-facts about it. There are three blank lines given for the anno-
tators to fill in. For each task, we show five texts, and for each text, we
ask three Turkers to do it. In all, we collected 406 valid facts and 178
counter-facts, which will be viewed as E and C respectively.

MSR is a paraphrase corpus provided by Microsoft Research [33]. It
is a collection of manually annotated sentential paraphrases. This dataset

5 https://www.mturk.com/mturk/
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Table 3.Collection of heterogenous datasets with different annotation schemes.

CorporaParaphrase (P)Entailment (E)Contradiction (C) Unknown (U)
AMT Facts Counter-Facts
(584) (406) (178)
MSR Paraphrase Non-Paraphrase
(5841) (3940) (1901)
PETE YES NO
(367) (194) (173)
RTE ENTAILMENT CONTRADIC- UNKNOWN

(2200) (1100) TION (330) (770)
TSR Equality Forward/Back- Contradiction Overlapping &
(260) Entailment (3) ward (10/27) (17) Independent (203)
Total

3943 637 525 973
(9252)

consists of 5841 pairs of sentences which have been extracted from news
sources on the web, along with human annotations indicating whether
each pair captures a paraphrase/semantic equivalence relationship.

PETE is taken from the SemEval-2010 Task #12, Parser Evaluation
using Textual Entailment6 [34]. The dataset contains 367 pairs of texts in
all and has a focus on entailments involving mainly the syntactic infor-
mation. The annotation is two-way, YES would be converted into EN-
TAILMENT and NO could be either CONTRADICTION or UNKNOWN.
Since each text pair only concerns about one syntactic phenomenon, the
entailment relation is directional, excluding the paraphrases.

RTE is a mixture of RTE-4 (1000) and RTE-5 (1200) datasets. Both
are annotated in three-way, but the ENTAILMENT cases actually in-
clude PARAPHRASEas well. We did not include the unofficial three-way
annotation of the RTE-3 pilot task.

TSR is the dataset we annotated under the annotation scheme men-
tioned in Section 3. The sentence pairs were extracted from the the RST
Discourse Treebank (RST-DT)7. The annotation was done by two annota-
tors in two rounds. The inter-annotator agreement is 91.2% and the kappa
score is 0.775. We take all the valid and agreed sentence pairs (260) as
the TSR dataset here.

6 http://pete.yuret.com/guide
7 Available from the LDC: http://www.ldc.upenn.edu/Catalog/

CatalogEntry.jsp?catalogId=LDC2002T07
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We randomly sample 250T-H pairs from each dataset as the test sets
(1000 pairs in all). The rest of the data are then randomly selected to
create a balance training set with equal number of instance pairs from
each class.

5.2 Setup & Results

First, we take the PETE dataset to do binary classification (ENTAILMENT

vs. NON-ENTAILMENT ) on a small scale to confirm that both syntactic
and semantic dependency structures are useful. The features extracted
from the joint dependency graph improve the model of features purely
from the syntactic dependency tree by as much as 10% of accuracy.
Therefore, in the rest of the experiments, we will take the joint depen-
dency graph as the default structure to extract features.

For comparison, we configure our system in the following two ways
to compose different baseline systems: 1) from the classification strat-
egy perspective, the direct four-class classification would be the base-
line (Direct Joint in Table 4), compared with the main system with a
two-stage classification (3-D Model); and 2) from the feature set point of
view, we take the bag-of-words similarity as the baseline8 (Direct BoW),
compared with the main system using both syntactic and semantic depen-
dency structures (i.e. the3-D Model). Table 4 shows the results.

Table 4.Results of the system with different configurations and different evalua-
tion metrics.

Systems
4-Way 3-Way 2-Way

(C, E, P, U) (C, E&P, U) (E&P, Others) (P, Others)
Direct BoW 39.3% 54.5% 63.2% 62.1%
Direct Joint 42.3% 50.9% 66.8% 77.3%
3-D Model 45.9% 58.2% 69.9% 79.6%

Notice that E here indicates the strict directional entailment exclud-
ing the bidirectional ones (i.e. P), which makes the task much harder
(as we will see it more in Section 5.3). Nevertheless, the main approach,
3-D Model, improves the system performance greatly in all aspects, com-
pared with the baselines. Apart from the self-evaluation, we also compare

8 The bag-of-words similarity has shown to be a strong baseline in the previous
RTE challenges.
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our approach with others’ systems. Due to the difference in datasets, the
numbers are only indicative.

Table 5.System comparison under the RTE annotation schemes (∗ indicates dif-
ferent datasets).

RTE
3-Way 2-Way

(C, E&P, U) Acc. Prec. Rec.
3-D Model 58.2% 69.9% 75.9% 53.4%
M&M, 2007(NL) – 59.4% 70.1% 36.1%
H&S, 2010 – 62.8% 61.9%71.2%
Our Prev. 59.1% 69.2% – –
RTE-4 Median 50.7% 61.6% – –
RTE-5 Avg. 52.0% 61.2% – –

For the RTE comparison (Table 5), the datasets are partially differ-
ent due to the mixture of datasets. For reference, we re-run our previous
system on the new dataset (indicated asOur Prev., which was one of the
top system in the previous RTE challenges). The results show that our
new approach (3-D Model) catches the previous system on the three-way
RTE and outperforms it on the two-way task. And both systems achieves
much better results than the average. [11]’s system based on natural logic
(M&M, 2007) is precision-oriented while [8]’s (H&S, 2010) is recall-
oriented. Our system achieves the highest precision among them.

Table 6.System comparison under the paraphrase identification task (∗ indicates
the test sets).

P vs. Non-P Acc. Prec Rec.
3-D Model 79.6% 57.2% 72.8%
D&S, 2009 (QG) 73.9% 74.9%91.3%
D&S, 2009 (PoE) 76.1%79.6% 86%
H&S, 2010 73.2% 75.7% 87.8%

Besides the RTE task, we also compare our approach with other para-
phrase identification systems (Table 6). [35] proposed two systems, one
with high-recall (D&S, 2009 (QG), using a quasi-synchronous grammar)
and the other with high-precision (D&S, 2009 (PoE), using a product of
experts to combine the QG model with lexical overlap features).H&S,
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2010is the same system in Table 5. Although our system has lower pre-
cision and recall, our accuracy ranks the top, which indicates that our
approach is better at non-paraphrase recognition.

Notice that, our system is not fine-tuned to any specific recognition
task. Instead, we build a general framework for recognizing all the four
TSRs. We also include heterogenous datasets collected by various meth-
ods in order to achieve the robustness of the system. On the contrary, if
one is interested in recognizing one specific relation, a closer look at the
data distribution would help with the feature selection.

5.3 Discussion

While the empirical results show a practical advantage of applying the
three-dimensional space model in the TSR recognition task, in this sub-
section, we investigate whether this simplified semantic relation space
with the chosen axises is a good approximation for these TSRs. We plot
all the test data into this space and Figure 2 shows three different projec-
tions onto each two-dimensional plane.

Although the improvement on recognition accuracy is encouraging,
these three measurements cannot fully separate different TSRs in this
space. P is clearly differentiated from the others and most of the data
points stay in the region of low inconsistency (i.e. consistent), low in-
equality (i.e. equal), and high relatedness. However, the other three TSRs
behave rather similarly to each other in terms of the regions.

Figure 3 shows the other three TSRs on the same plane,inconsistency-
inequality. Although the general trend of these three groups of data points
is similar, slight differences do exist. U is rather restricted in the region of
high inconsistency and high inequality; while the other two spread a bit
over the whole plane. We have expected the contrary behavior of C and E
in terms of inconsistency, but it seems that our inconsistency measuring
module is not as solid as the relatedness measure. This is in accordance
with the fact that for the original three-way RTE task C is also the most
difficult category to be recognized.

A even more difficult measurement is the inequality. Among all the
four TSRs, the worst result is on E, which roots from the suboptimal in-
equality recognition. In retrospect, the matching methods applied to the
T-H pair cannot capture the directionality or the semantic implication,
but rather obtain a symmetric measurement, and thus it explains the suc-
cess of paraphrase recognition. Additionally, this might also suggest that,
in the traditional RTE task, the high performance might attribute to the
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Fig. 2. Test data in the three-dimensional semantic relation space projected onto
the three planes.

P “section” of the entailment, while the real directional E is still very
difficult to capture.

6 CONCLUSION AND FUTURE WORK

In this paper, we present our approach of recognizing different textual
semantic relations based on a three-dimensional model.Relatedness, in-
consistency, andinequalityare considered as the basic measurements for
the recognition task as well as the dimensions of the semantic relation
space. We show empirically the effectiveness of this approach with a fea-
ture model based on dependency paths of the joint syntactic and semantic
graph. We also interpret the results and the remaining difficulties visually.
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Fig. 3. C, E, and U test data projected onto the inconsistency-inequality plane.

There are several issues on the list: 1) Inequality seems to be difficult
to define and measure, which suggests to consider other possible dimen-
sions; 2) we are looking for a systematic way to tune the general system
for specific TSR recognition tasks; and 3) we have not incorporated lex-
ical resources (e.g. WordNet) into our system yet, for a proper way of
integration is still up for future research.
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ABSTRACT 

The use-mention distinction is a crucial aspect of natural language 

which allows us to communicate information about language itself. 

However, the distinction remains underexamined in computational 

linguistics, with deleterious effects on common tasks. One reason for 

this deficiency is a lack of appropriate resources to study the 

distinction. This paper presents the creation of a corpus of instances 

of mentioned language gathered from Wikipedia, using a set of 

“mention words” and cues in text formatting. The corpus 

demonstrates that recurring patterns do exist among instances of 

mentioned language, which suggests the potential for automatic 

identification of the phenomenon in the future. 

KEY WORDS: metalanguage, corpus, parsing 

1   INTRODUCTION 

In order to understand the language that we speak, we sometimes must 

refer to the language itself. Language users are able to do this through 

an awareness of the use-mention distinction, which separates language 

produced to illustrate properties of itself from language produced for 

other reasons. This can be demonstrated in a pair of simple sentences: 
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The cat is on the mat. (1) 

The word cat refers to a feline animal. (2) 

A reader easily understands that cat in the first sentence refers to an 

animal entity in a real or hypothetical world, while the same word in 

the second sentence refers to the word cat itself. The use-mention 

distinction is well-known and has a history of theoretical examination 

[1-4], but its actual patterns of appearance in natural language have 

received little study. This lack of attention has a deleterious impact on 

common tasks in computational linguistics and natural language 

processing. Part-of-speech taggers assume by their nature that words 

are used—which is quite reasonable, since the vast majority of 

language production is use—but this means serious issues arise when 

language is mentioned. While mentioned words (such as “cat” in (2) 

above) ostensibly serve as nouns or noun phrases, words that rarely (or 

never) appear as nouns otherwise are subject to mention as well. For 

similar reasons, mentioned language also interferes with word sense 

disambiguation; senses imply language use but have little relevance 

when a word appears simply “as a word”. Mention also has the 

potential to interfere with sentiment analysis as well; one can discuss 

another’s disapproval of something, for instance, without actually 

disapproving of anything. 

The historical lack of attention to the use-mention distinction might 

suggest that it is peripheral to the study of language, but this is far from 

the truth. Evidence suggests that human communication frequently 

employs the use-mention distinction, and we would be severely 

handicapped without it [5, 6]. In both written and spoken contexts, the 

mention of letters, sounds, words, phrases, or entire sentences is 

essential for many language activities, including the introduction of 

new words, attribution of statements, explanation of meaning, and 

assignment of names [7]. The distinction is also closely related to the 

appearance-reality distinction in cognitive science [8]. 

Moreover, detecting the distinction is a nontrivial task. While cues 

like italic text are sometimes used to indicate mentioned language, such 

cues are often inconsistently applied (if at all, in informal contexts) and 

are “overloaded” with other uses as well. Cues such as pauses and 

gestures exist for mentioned language in spoken conversation, but these 

are easily lost in transcription. 

Given the common reasons for employing the use-mention 

distinction, a text whose purpose is to introduce to the reader a broad 

swath of concepts would seem a good place to begin studying the 
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phenomenon. Wikipedia is such a compendium, and several other 

aspects make it particularly attractive for study. Some of these are its 

collaborative nature, its stylistic cues (such as italics) to highlight 

mentioned language, and its size and article variety. Preliminary studies 

[9] have validated these observations, but they have left open the 

question of whether instances of mentioned language can be gathered 

from Wikipedia accurately and in large numbers. 

This paper presents the results of a project to identify instances of 

mentioned language from English Wikipedia articles using lexical and 

stylistic cues. First, the use-mention distinction is introduced in greater 

detail, with some examples to illustrate the variety of the phenomenon. 

A corpus of mentioned language, named the ML corpus for brevity, is 

then presented, accompanied by a discussion of the lexical and stylistic 

cues that were used to gather candidates for inclusion. Although 

multiple human annotators were available for only a subset of the 

corpus, their frequency of agreement is a mild indication of reliability 

and consistency. It is believed that this corpus will be sufficient to 

bootstrap the first efforts for automatic detection of mentioned 

language. 

2   THE USE-MENTION DISTINCTION 

Although the reader is likely to be familiar with the use-mention 

distinction, the topic merits further explanation to establish what 

precisely is being studied. Since the vast majority of language is 

produced for use rather than mention, this paper will focus on 

occurrences of mentioned language. Linguistic entities that can be 

mentioned include letters, sounds, words, names, phrases, and entire 

sentences. 

2.1   AN INFORMAL RUBRIC 

In spite of the ubiquity of the phrase use-mention distinction¸ it is 

difficult to find any previous efforts to identify when mention does (and 

does not) occur. For that purpose, this paper will propose an informal 

rubric based on substitution. It may be applied, with caveats described 

below, to determine whether a linguistic entity is mentioned by the 

sentence in which it occurs. 
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Rubric: Suppose X is linguistic entity in a sentence. X is an instance of 

mentioned language if the meaning of the sentence does not change 

when X is replaced by “that [item]”, where [item] is “letter”, “sound”, 

“word”, “name”, “phrase”, “sentence”, etc., and the replacement 

phrase is understood to refer to X. 

 

For example, consider the sentence 

Fancy automobiles are called luxury cars. (3) 

where the phrase “luxury cars” is under consideration. Choosing “that 

phrase” as a replacement, the sentence becomes 

Fancy automobiles are called that phrase. (4) 

where “that phrase” is understood to refer to “luxury cars”. While there 

might be pragmatic consequences to this change (for instance, a context 

where a language user wants to avoid producing the phrase “luxury 

cars”), the reader can verify that the meaning of the sentence is 

essentially unchanged. 

This rubric requires some adjustment when the sentence already 

explicitly refers to X as a word, phrase, or other appropriate entity, such 

as in (2) above. In such cases it may be appropriate to omit the 

linguistic entity under consideration without substituting, such as this 

alteration to (2): 

The word refers to a feline animal. (5) 

where “The word” is understood to refer to “cat”. Instances of mixed 

quotation, which straddle both use and mention [10], also may require 

some charitable adjustments. This is especially apparent when explicit 

cues of mention are present. An example of this is 

Jane said the cat “is on the mat”. (6) 

where the reader should understand1 

Jane said the cat “is on the mat”, in that exact phrase. (7) 

While other permutations exist that challenge the letter of its rubric, 

this paper will posit that its spirit is sufficiently sound. 

                                                           
1 Depending on context, instead this might be a use of scare quotes to imply 

that the cat is not actually on the mat. We will assume that was not the intent, 

although it has been argued [4] that scare quotes are a form of mention. 
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2.2   CATEGORIES OF MENTIONED LANGUAGE 

A previous study by Wilson [9] gathered a small 171-sentence corpus 

of mentioned language from Wikipedia, in order to demonstrate its 

fertility as a source and to determine some categories for the 

phenomenon. The study used a set of eight categories of mentioned 

language inspired by previous theoretical work [7, 10], with the 

acknowledgement that others may exist. The categories are reproduced 

below to illustrate the diversity of forms of mentioned language, with 

examples from the corpus for each. The mentioned entity of interest in 

each sentence appears between asterisks, and longer sentences have 

been shortened with ellipses. 

Proper name: In 2005, Ashley Page created another short piece on 

Scottish Ballet, a strikingly modern piece called *The Pump Room*, 

set to pulsating music by Aphex Twin. 

Translation or transliteration: The Latin title translates as *a method 

for finding curved lines enjoying properties of maximum or minimum, 

or solution of isoperimetric problems in the broadest accepted sense*. 

Attributed language2: *It is still fresh in my memory that I read a chess 

book of Karpov by chance in 1985 which I liked very much*, the 21-

year-old said. 

Words or phrases as themselves: *Submerged forest* is a term used to 

describe the remains of trees (especially tree stumps) which have been 

submerged by marine transgression… 

Symbols: He also introduced the modern notation for the trigonometric 

functions, the letter *e* for the base of the natural logarithm… 

Phonetics or sounds: The call of this species is a high pitched *ke-ke-

ke*… 

Abbreviations: …Moskovskiy gosudarstvennyy universitet putej 

soobshcheniya, often abbreviated *MIIT* for “Moscow Institute of 

Transport Engineers”… 

                                                           
2 In discussions with other researchers, the author has noted some controversy 

regarding the inclusion of attributed language. While it lacks the "pure 

mention" quality of some of the other categories, it is discussed as mention 

(albeit in a “mixed” form) in the cited literature, and the authors would argue 

that it satisfies the rubric set in 2.1. In the absence of a strong justification for 

excluding attributed language, this study takes an inclusive approach to it. 
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Proper names were the most common category found by this previous 

study, which followed the intuition that many Wikipedia articles 

describe entities identified by proper names. Translation or 

transliteration, attributed language, and words or phrases as themselves 

were the next most common, with fewer instances of the remaining 

categories. 

3   CORPUS CREATION 

As explained in the Introduction, a great deal of theoretical study exists 

on the use-mention distinction, but little (if any) previous research has 

been concerned with how language users actually exhibit the 

distinction. The ML Corpus, whose creation is described in this section, 

is the first substantial attempt to rectify this gap in research. Although it 

has some limitations, the value of such a resource is not expected to be 

diminished by them. 

3.1   RATIONALE FOR CHOOSING WIKIPEDIA 

Wikipedia is a particularly suitable source for collecting instances of 

mentioned language. Listed here are four factors that led to its selection 

for this project: 

 

1) Wikipedia introduces a wide variety of concepts to the reader. At the 

time of writing this paper, Wikipedia contains approximately 3.3 

million articles. These articles are written informatively, generally 

without assuming that the reader is already familiar with the topics they 

discuss. New names and words are frequently introduced, often 

explicitly, in a manner that invokes mention. 

2) Stylistic cues that are sometimes used to delimit mentioned language 

are present in article text. Wikipedia contributors often (though not 

always) use quote marks, italic text, or bold text to “highlight” where 

language is mentioned. This convention is stated in Wikipedia’s own 

style manual, though it is unclear whether most contributors read it 

there or follow it out of habit. 

3) Wikipedia is collaboratively written. Its text reflects the language 

habits of a large sample of English writers. It is unclear how much 
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variation exists between writers on how to mention language, so this 

large sample is desirable. 

4) Wikipedia is freely available. Language-learning materials 

(particularly textbooks) were also considered, but legal issues and 

electronic availability were deemed obstacles. Moreover, the markup 

code for Wikipedia articles is easy to access and interpret. This allows 

for the automatic extraction of the stylistic cues mentioned above. 

 

Naturally, choosing Wikipedia for this project introduced some 

limitations as well. Since articles are not consistently edited, some 

mentioned language was not captured by stylistic cues. Such cues are 

also used by Wikipedia contributors for other purposes, such as 

emphasis, algebraic symbols, and implicit “non-mention” introduction 

of words. The particular style of writing in Wikipedia differs from 

other styles where analysis of mentioned language could be valuable, 

such as spoken language or pedagogical language. Future research will 

aim to overcome some of these limitations. 

3.2   CANDIDATE COLLECTION AND ANNOTATION 

The previous study described in Section 2.2 observed that instances of 

mentioned language are relatively sparse in Wikipedia article text, 

occurring on average less often than once per article. Since hand 

annotation was a necessary step in creating the ML corpus, some 

heuristics were used to gather a rich set of mentioned language 

candidates.  

Articles were randomly selected from English Wikipedia’s most 

current article revisions, and heuristic filtering began at this level. 

Disambiguation pages were excluded from further examination, since 

they tend to be repetitive in structure and wording. Inside of articles, 

text from tables and common end sections (i.e., “Sources”, 

“References”, “See also”, and “External links”) also was excluded, 

since text from those sources was frequently observed to be non-

sentential. The remaining article text was then segmented into 

sentences using NLTK’s [11] Punkt sentence tokenizer. Those 

sentences that contained stylistic cues (bold text, italic text, or text 

between double quote marks) were retained, and all others were 

discarded. Applying this procedure to 3,831 articles produced a set of 
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22,071 sentences, which in turn contained 28,050 instances of text 

highlighted by stylistic cues3. 

Initial examinations of these remaining sentences suggested that 

mentioned language occurred in fewer than one in ten of them, and an 

additional heuristic was applied before manual annotation commenced. 

Using observations from the previous 171-sentence corpus, sets of 

“mention-significant” nouns and verbs were gathered. The appearance 

of a word from these sets near highlighted text signaled that the 

highlighted text was likely to be mentioned language. The procedure to 

gather these words was informal and manual, and a few potential 

mention-significant words (notably the verb be) were rejected because 

their great frequency reduced their significance as indicators. The 

eleven selected nouns and twelve selected verbs are listed below. The 

reader may note that most of the nouns refer to linguistic entities, while 

most of the verbs can serve as relational predicates or refer to speech 

acts: 

 

Mention nouns: letter, meaning, name, phrase, pronunciation, sentence, 

sound, symbol, term, title, word 

Mention verbs: ask, call, hear, mean, name, pronounce, refer, say, tell, 

title, translate, write 

 

Words in the sentences were part-of-speech tagged and stemmed, 

again using tools from NLTK. The sentences were then filtered for 

those in which a mention word occurred (respecting the part of speech 

of its set) in the three-word phrase preceding text highlighted by a 

stylistic cue. This resulted in a set of 898 sentences, which in turn 

contained 1,164 instances of highlighted text. This set of instances was 

named the ML-0 set. 

Manual annotation of mentioned language then commenced. To 

eliminate possible biases, all three stylistic cues were substituted with 

pairs of asterisks (delimiting the beginning and end of highlighted text) 

prior to inspection. A human reader who was well-acquainted with the 

detection of mentioned language considered each instance in the ML-0 

set and decided if it qualified by reading the sentence that contained it 

and applying the rubric from Section 2.1. 1,082 instances were deemed 

to be mentioned language, and this set was named the ML-1 set, which 

also serves as the ML Corpus. This figure suggests that the heuristics 

leading to the creation of the ML-0 set have approximately 93% 

                                                           
3 henceforth referred to as “highlighted text”, for simplicity 
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precision for retrieving mentioned language, though their recall has not 

yet been measured. 

3.3   RELIABILITY AND CONSISTENCY 

Another limitation of the ML corpus is the lack of participation from 

multiple readers. To explore the possible impact of this, two additional 

human readers worked separately (from each other and from the 

primary reader) to annotate a 30-instance subset of the ML-0 set. These 

readers were also well-acquainted with the detection of mentioned 

language. Half of the 30 instances were selected from those annotated 

by the primary reader as mentioned language, and half were selected 

from those annotated as not. With that condition, the instances were 

randomly chosen from the ML-0 set, shuffled, and then distributed to 

the additional readers. 

All three readers produced the same annotation for 25 of the 

instances, and on each of the remaining five, the additional readers 

differed with each other. (Since the annotation scheme was binary, this 

meant that one additional reader agreed with the primary reader and 

one disagreed). The kappa statistic was 0.779. These results were taken 

as a mild indication of reliability and consistency of the annotations in 

the ML corpus, while a second effort is currently underway to provide 

multiple annotations for all instances. 

4  RESULTS AND DISCUSSION 

This section will present some notable findings distilled from the ML-0 

and ML-1 sets. Particular attention was given to the precision of the 

heuristics used to create the ML-0 set. The combination of heuristics 

performed better (at 93% precision overall) than had been expected, 

with some standout performances from specific mention words and 

stylistic cues. 

Below, Table 1 shows the frequency of mention words in the three-

word phrases preceding each instance (an instance being a string of 

highlighted text) in the ML-0 set. Mention words were only counted if 

they appeared as their set-appropriate parts of speech. In the tables in 

this section, the precision shown is the percentage of those instances 
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deemed by the primary human reader to be mentioned language and 

thus placed in the ML-1 set. 

Table 1.  Frequencies of mention nouns (n) and verbs (v) in the three words 

preceding each instance in the ML-0 set, with their precisions for retrieving 

mentioned language. 

Mention word Frequency Precision (%) 

call (v) 349 98.6 

name (n) 153 98 

name (v) 89 94.4 

say (v) 86 94.2 

term (n) 79 98.7 

title (n) 72 84.7 

title (v) 64 96.9 

word (n) 55 100 

write (v) 52 50 

mean (v) 39 100 

refer (v) 35 85.7 

meaning (n) 20 100 

translate (v) 20 20 

phrase (n) 18 100 

symbol (n) 10 80 

pronounce (v) 8 100 

tell (v) 7 71.4 

letter (n) 6 33.3 

pronunciation (n) 4 100 

ask (v) 4 75 

sentence (n) 3 33.3 

hear (v) 3 0 

sound (n) 1 0 

 

As shown, the verb call and the noun name stood out as the most 

common of the mention words, with all others forming a relatively 

smooth tail of descending frequency. These top two are intuitive, the 

informative and descriptive purposes of Wikipedia articles. Both words 

also had substantially above-average precision. Word (n), meaning (n), 

phrase (n), pronounce (n), and pronunciation (v) all had perfect 

precision, though they appeared less frequently. However, following 

the multiple-reader experiment in Section 3.3, it was discovered that 

meaning instances were particularly difficult to classify, generating 

some debate among the participants. Finally, an observant reader may 

note that the frequencies in Table 1 sum to 1,177 instead of 1,164 (the 
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size of the ML-0 set). This is because 13 instances had more than one 

mention word in the preceding three-word phrase. All 13 of these 

instances were annotated as mentioned language. 

Although stylistic cues were hidden from the readers while they 

annotated instances, data on the cues was retained. Table 2 below 

breaks down their frequencies and precisions. 

Table 2.  Frequencies of stylistic cues in the ML-0 set and their precisions for 

retrieving mentioned language. 

Stylistic cue Frequency Precision (%) 

double quote 601 96.7 

italic 427 86.4 

bold 136 97.1 

 

Double quote marks had the highest frequency, and the reason was 

first assumed to be frequent quotation (in the sense of speech reporting, 

for example) in Wikipedia. However, as Table 5 will show, that was 

probably not the case. Italics had by far the lowest precision. 23 of the 

58 non-mention italic instances had write (v) as a preceding mention 

word, which conjures a common construction (as in “Dickens wrote 

Great Expectations…”) that does not involve mentioned language. Bold 

had both the highest precision and lowest frequency. It is worth noting 

that Wikipedia articles, by convention, contain the article subject in 

bold text in the first sentence. 

Prior to analysis, it was hypothesized that the proximity of a mention 

word to highlighted text increases its likelihood of being mentioned 

language. Table 3 shows this hypothesis to be true, albeit in the limited 

three-word window that was examined. Also shown are overall 

frequencies and precision percentages (weighted by frequencies) for 

nouns and verbs. 

Table 3.  Frequencies of mention nouns and verbs in the three words preceding 

highlighted text (e.g., word position 1 is the word just before the highlighted 

text), with their precisions for retrieving mentioned language. 

Frequency Precision (%) Noun/Verb 

position Noun Verb Noun Verb 

1 281 458 98.6 97.2 

2 89 179 91.0 85.5 

3 51 119 76.5 84.0 

overall 421 756 94.3 92.4 
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There appears to be a strong correlation between proximity and 

precision, though proximity in this data does not account for the 

grammatical structure of corpus sentences, which will deserve 

examination in future research. A mention verb directly preceding 

highlighted text was by far the most common combination. Overall, 

mention nouns had a slightly greater precision than mention verbs. 

Finally, Table 4 shows the most common mention word-stylistic cue 

combinations in the ML-1 set. 

Table 4.  The ten most frequent word and stylistic cue combinations in the ML-

1 set, with their percentages of the total (1082) instances. Out of 69 possible 

different word-cue combinations, 59 were observed. 

Word Cue Frequency % of total 

call (v) d. quote 151 14.0 

call (v) italic 133 12.1 

say (v) d. quote 74 6.8 

name (n) italic 60 5.5 

name (n) d. quote 56 5.2 

call (v) bold 53 4.9 

term (n) d. quote 45 4.2 

name (v) d. quote 39 3.6 

title (v) italic 36 3.3 

title (n) italic 32 3.0 

 

The prevalence of call (v) is once again apparent, as it appears in the 

two most common combinations. Double quote marks with say is the 

third most common combination, which matches earlier intuitions on 

quotation, but the same stylistic cue appears frequently with call (v), 

name (n), term (n), and name (v) as well. Bold makes only one 

appearance in the top ten, in combination with the previously 

mentioned call (v). These ten combinations account for only 17% of 

the combinations observed but 62.6% of all instances in the ML set. 

Overall, it is believed that these results validate the heuristics that 

were used to collect candidate instances. They also seem to confirm 

that Wikipedia is a fertile source of mentioned language, as the 

instances exhibit a variety of different constructions. Given the size of 

Wikipedia and the current methods for collecting candidates, future 

expansion of the ML corpus will be possible and productive. 
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5   RELATED WORK 

Wikipedia’s emerging utility as a corpus is well-documented in the 

literature. A few related uses of Wikipedia include named entity 

recognition [12], syntactic parsing [13], and lexical semantics [14] 

among many others. Ytrestøl et al. [15] previously noted the 

relationship between stylistic cues in Wikipedia and the use-mention 

distinction, though this observation was incidental to their focus on the 

automatic extraction of sub-domains of articles. The use of stylistic 

cues described in this paper appears to be unique. 

As mentioned in the introduction, little previous study exists of the 

use-mention distinction as it appears in linguistic corpora. Notably, 

Anderson et al. [16] gathered by hand a corpus of metalanguage in 

human dialogue using a subset of the British National Corpus. Their 

annotation scheme applied to sentence-level utterances, and focused on 

metalanguage as used to maintain grounding and recover from 

perturbations (e.g., misunderstandings and interruptions). Mentioned 

language generally—perhaps always—requires metalanguage to frame 

it, and it is likely that many instances of the phenomenon were gathered 

for such a corpus. However, the annotation scheme was not designed to 

address mentioned language either as a distinct category (it fit partially 

into several) or as a phenomenon in the structure of a sentence. This 

difference in focus, as well as the difference in language context, made 

the findings of the Anderson corpus and the present one substantially 

different. 

6   FUTURE WORK 

The ML corpus is significant as the first of its kind, but it has some 

limitations that will require further work. The heuristics used to identify 

candidates have high precision, but their recall has not yet been 

measured. However, it is anticipated that the ML corpus is large and 

varied enough to provide a basis for “bootstrapping” the detection of 

mentioned language outside of the heuristics presently used. This will 

be done through a more detailed examination of syntactic and lexical 

patterns in the sentences contained in the ML corpus. WordNet [17] is 

expected to be a useful resource for expanding the sets of mention 

nouns and verbs currently used. To expand the data on inter-annotator 

agreement, Amazon’s Mechanical Turk service is being considered as a 
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source for additional participants. Although such participants would not 

be experts, the service was previously tested by Snow et al. [18] with 

similar annotation tasks and was found to be fairly accurate. 

Preliminary tests of Mechanical Turk for a use-mention annotation task 

have yielded positive results. 

An eventual goal of this research is the automatic detection of 

mentioned language in a variety of contexts outside of Wikipedia. 

Although some retraining of a Wikipedia-based classifier is likely to be 

necessary, it is hypothesized that a core set of metalinguistic cues are 

shared across different language contexts. Additionally, previous 

research has shown that statistically-trained English parsers tend to 

make egregious errors when faced with even simple forms of 

mentioned language [9], and rectifying such errors is a further goal. 

Both goals are motivated by the considerable importance of the 

phenomenon in the human use of language. 

7   CONCLUSION 

This study has created a corpus of instances of mentioned language, 

using the particularly suitable properties of Wikipedia article text. The 

ML corpus is a unique resource that should provide a springboard for 

future research on the use-mention distinction and its relevance to a 

variety of language processing tasks. Results discussed in this paper 

show that patterns exist in mentioned language which can be utilized to 

expand the corpus and to apply machine learning techniques to it. This 

will eventually benefit both our understanding of the use-mention 

distinction and our ability to build language systems that recognize and 

exploit it. 
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ABSTRACT

This paper reports our work on evaluating the task success of
a dialogue model developed by a unified dialogue modeling ap-
proach for human-computer interaction, which combines an in-
formation state based dialogue theory and a state-transition based
modeling approach at the illocutionary level. As an application,
the unified dialogue model has been integrated into a multimodal
interactive guidance system for hospital visitors. An experiment
with 12 subjects has been carried out. Using the collected dia-
logue data we have evaluated the task success of the dialogue
model by the Kappa coefficient. The results show that the unified
dialogue model is highly effective and provide several valuable
improvements for the further development as well.

KEYWORDS: human-computer dialogue, dialogue act, illocution-
ary structure, information state, dialogue system evaluation, for-
mal methods

1 INTRODUCTION

Generalized Dialogue Modeling(cf. [14, 8, 12]) andInformation State
based dialogue theories (cf. [15, 5, 2, 4, 7, 16]) are the two most impor-
tant approaches to develop dialogue models. Generalized dialogue mod-
els are based on recursive transition networks. These models consist of
pattern-based accounts of dialogue structure at the illocutionary level and
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therefore, are independent of utterance content or other direct surface
indicators. Information state theories, on the other hand, offer a power-
ful basis for interaction analysis and practical dialogue system construc-
tion. However, such information state based dialogue models are diffi-
cult to manage, to extend and to reuse. Although it has been suggested
that applying generalized dialogue models to information state based ac-
counts could eliminate some of the perceived problems, there have only
been preliminary researches to date [18, 8]. In Lewin [8], for example, re-
cursive transition networks were applied to model Conversational Game
Theory by combining dialogue grammars with discourse planning.

The unified dialogue modeling approach introduced in this paper com-
bines the information state based dialogue theory discussed in [16, 7] and
the generalized dialogue modeling approach proposed in [14, 12]. Specif-
ically, unified dialogue models extend generalized dialogue models by in-
troducingcontext-sensitivetransitions, which allow for direct integration
with information state management. A unified dialogue model is repre-
sented as the traversal of a state-transition network with arcs denoting
context-sensitive transitions and nodes denoting dialogue states. In ad-
dition to the allowed dialogue action, each context-sensitive transition is
associated with a set ofconditionsunder which the dialogue action can
be taken and a set ofupdate rulesfor updating the information state after
performing the dialogue action.

As emphasized in [11, 12], the separation of illocutionary structures
from the information state-based modeling enables the formal analysis
and comparison of illocutionary structures by applying well-established
techniques from the formal methods community of computer science. In
this paper, we focus on the evaluation of unified dialogue models. The
Kappa coefficient[13, 3] has been proposed as a standard measure of re-
liability and task success ([17]) for evaluating spoken dialogue systems.
Therefore, we apply it to evaluate how well human users can be supported
by the unified dialogue model implemented in a multimodal dialogue sys-
tem for guiding visitors in hospital environments. For this purpose we
carried out an experiment with 12 people and collected 272 dialogues.

This paper is organized as follows: Section 2 introduces the unified
dialogue modeling approach, which has been applied to develop a uni-
fied dialogue model for a practical multimodal dialogue system presented
in Section 3. Section 4 describes the experiment and the collected dia-
logue data, which are then used to evaluate the unified dialogue model
by the Kappa coefficient in Sections 5 with respect to the measure of
task success. The evaluation results and corresponding improvements are
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discussed in Section 6. Finally, Section 7 concludes with the outline of
future work.

2 A UNIFIED APPROACH FORDIALOGUE MODELING

The unified modeling approach takes as a starting point existing researches
on the generalized dialogue modeling at the illocutionary level using Re-
cursive Transition Networks (RTNs) [14]. Unlike finite state models, the
RTNs employed here capture more abstract dialogue models which depict
discourse patterns in illocutionary force terms only – without reference to
propositional content or other direct surface indicators. Fig. 1(a) depicts a
transition diagram namedAssert(A,B)initiated by a dialogue participant,
sayA, and responded to byB. The darkened circles denote final states.
This generalized transition diagram is initiated byA’s dialogue move of
typeassert. The possible responses fromB are threefold:B agrees with
the assertion (B.agree), accepts it (B.accept) or rejects it (B.reject). To
note that, the transition diagramsAsk(B,A)andAssert(B,A)are used to
enableB to ask some question(s) before reacting toA’s request, or to
give possible reason(s) by a rejection, and are not presented here in de-
tail.

Generalized dialogue models such as the one depicted in Figure 1(a)
are non-deterministic models, where more than one dialogue move is
able to trigger state transitions starting from one state. The decision as
to which transition should be activated naturally depends to a certain ex-
tend on B’s pragmatic domain knowledge. To take domain knowledge
into account, thus to solve such nondeterministic transitions,conditional
transitionsare introduced in unified dialogue models. A conditional tran-
sition can be activated only if its conditions are satisfied. LetcheckAssert
be an operation provided byB’s domain component, which takes an as-
sertion as a parameter and returnstrue if B’s knowledge matches the
assertion; orfalseif the assertion conflicts with some ofB’s knowledge
(in that case, the transition diagramAssert(B,A)will be activated to ex-
plain the reason forB’s rejection); oradded, if the assertion can be added
by B as a new element to the knowledge base. A deterministic transition
diagram for the example is now shown in Figure 1(b), wherea is assumed
to be the assertion made byA.

Although conditional transition models as shown in Fig. 1(b) cap-
ture the illocutionary structure of dialogues and are deterministic as well,
they do not provide mechanisms to integrate dialogue context and his-
tory. Therefore, they do not reflect dialogue participants’ attitudinal state
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A.assert

B.reject

B.agree

B.accept

Assert(B,A)

Ask(B,A)

(a)

{checkAssert(a)==true}

{}A.assert

B.acceptAsk(B,A)
{checkAssert(a)==added}

B.agree

{checkAssert(a)==false}
B.reject

Assert(B,A)

(b)

{checkAassert(a)==true}

{}A.assert
[ASSERT]

{checkAssert(a)==added}

{checkAssert(a)==false}
B.reject
[REJECT]

B.agree
[AGREE]

Assert(B,A)

B.accept
[ACCEPT]Ask(B,A)

(c)

Fig. 1.Three transition diagrams: (a) non-deterministic assertion, (b) determinis-
tic assertion, and (c) deterministic assertion with update rules

along with the behavioral mechanisms for dialogue progression and the
dynamic update of attitudinal states over time. As indicated earlier, in-
formation state based approaches of dialogue models [9, 15, 4] and di-
alogue management [16, 7] focus on the modeling of dialogue contexts
and participants’ attitudinal states, apart from that they do not capture the
structural features of dialogues. Thus, merging these two approaches is
valuable, so that the basic formalism of the conditional transition mod-
els is extended by introducing a mechanism to interface with information
state.

Since generalized dialogue models already capture structural features
of dialogue moves, some of the typicalstructural elementsin the infor-
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mation state based accounts, e.g.,AGENDAfor keeping the planed dia-
logue acts in Ginzburg and Larsson’s models, become unnecessary, hence
the information model can be simplified considerably. In unified dialogue
models, each transition can be associated with one or more update rules
for updating the current information state if needed before proceeding to
the next state. As usual, an update rule consists of a name, a set of pre-
conditions and a set of operations on information states. To illustrate this
model extension, we again take the transition diagramAssert(A,B)as an
example and show it in Fig. 1(c). After dialogue participantA makes an
assertion, the update ruleASSERTwill be applied to update the informa-
tion state, such that the new assertion can be integrated into the current
information state. Similarly,B’s transitions ofaccept, agreeand reject
can change the information state by the corresponding update rules.

Finally, aunified dialogue modelis a pair〈G, G0〉 of a transition net-
work G with a set of extended recursive transition diagrams and a main
diagramG0 ∈ G. Each transition may contain some conditions and infor-
mation state update rule(s). Specifically, if a dialogue is in the start state
of a transition whose conditions are satisfied, the corresponding dialogue
move is then enabled and the information state is updated by its update
rules, and the dialogue will move to its goal state.

3 MIGHE: A M ULTIMODEL INTERACTIVE GUIDANCE FOR

HOSPITAL ENVIRONMENT

MIGHE is a multimodal interaction system developed for guiding peo-
ple in public areas such as hospitals. Fig. 2 shows the overallMIGHE
architecture. This section focuses on the development of a unified di-
alogue model and its integration into the dialogue system. The unified
dialogue model is implemented within the two components: thedialogue
controller and theinformation state manager. Theclinic database man-
ager provides the dialogue controller with necessary information about
application environment. The dialogue controller manages the commu-
nication between various system components, and controls the dialogue
process according to the dialogue model together with the information
state manager. The guidance system supports both natural language in-
puts and touch events, but in the experiment presented in Section 4 only
the natural language input channel is enabled.
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Dialogue Controller

Manager
Clinic Database

Information State
Manager

Output

NL Generation

Visulization

Input

NL Processing

Processing

Touch−event

Fig. 2.The overall architecture of the dialogue system

3.1 The Unified Dialogue Model

The dialogue model implemented inMIGHE is developed according to
the unified dialogue modeling approach introduced in Section 2. In this
paper we focus on the task orientated dialogues and disregard commu-
nication problems like failures by speech recognition or misunderstand-
ing. Generally, these problems can be treated by extending the dialogue
model. The information state structure consists of two parts:LM for keep-
ing the latest dialogue move andCONTEXTcontaining a list of contexts
of active (sub-)dialogues. In this application, the possible contexts are of
the types:department, person, or room, which provide context informa-
tion for integrating user’s dialogue moves, for example, “go toa room
of a known department”, or “request for information ofa personin a
department”.

The unified dialogue model consists of four extended transition dia-
grams with the main diagramDialogue(S,U), see Fig. 3. After a system’s
initializing request(Fig. 3(a)), the user can instruct the system to find
some visiting goals by utterances with the dialogue actinstruct, or ask the
system to find certain information byrequest(seeDialogue(U,S)in Fig.
3(b)). The networkResponse(S,U)(Fig. 3(c)) specifies all deterministic
system responses after getting an input from the user according to its do-
main knowledge and the current information state. If the requested infor-
mation or instructed goal does not exist, the user’s input isrejected, prob-
ably with a reason if the relevant information is available. If it is found
unambiguously, the user isinformedand asked whether he/she would like
to take the found place as a destination in case the last user input is an in-
struction. However, if more than one possibility are found, a subdialogue
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is started by the system for asking the user to make achoice. Finally,
Response(U,S)(Fig. 3(d)) describes possiblenondeterministicuser reac-
tions to a system’s request. Moreover, each dialogue move issued by a
user in the dialogue model is associated with the name of an update rule.

S.request

Dialogue(S,U)

[INIT]
Dialogue(U,S)

(a)

[INSTRUCT]

[REQUEST]

U.instruct

U.request

U.restart
[INIT]

Dialogue(S,U)

Response(S,U)

Dialogue(U,S)

(b)

S.reject
{consultDB==reject}

S.inform

{consultDB==ambiguity}
S.choice

Response(U,S)

S.request

{consultDB==reason}
S.request

{consultDB==inform & LM==(U,request)}

{consultDB==inform & LM==(U,instruct)}

Response(S,U)

Dialogue(U,S)

(c)

Dialogue(S,U)

[REJECT]

U.accept
S.inform

S.informU.reject

[ACCEPT]

[INSTRUCT]
U.instruct

U.request
[REQUEST]

Response(S,U)

Response(U,S)

(d)

Fig. 3. The unified dialogue model: (a) the main transition diagram, (b) the tran-
sitions issued by the user, (c) the system’s responses and (d) the user’s response
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3.2 Integrating the Unified Dialogue Model into the Dialogue System

The implementation of the unified dialogue model is carried out in two
major steps. In the first step, a set of update rules as required by the di-
alogue model is implemented for the componentinformation state man-
ager. Five update rules are needed in the unified dialogue model (see Fig.
3). The following shows the rule INSTRUCT as an example. Suppose that
contextanddestare two operations to identify the context and destination
contained in an input, respectively. The context and destination of “I’d
like to go to Mrs. Angelika Fromm in Gastroenterology”, for example, are
“Gastroenterology” and “Mrs. Angelika Fromm”. If the current instruc-
tion contains context information, i.e., the user gives the context in his/her
instruction explicitly, then the new context will be added toCONTEXT,
otherwise, the most actual context inCONTEXT(or top(CONTEXT)) is
used to complete the current instruction. The other rules are defined ac-
cordingly.

RULE: INSTRUCT
PRE: if context(m)!=null thenc = context(m)

elsec = top(CONTEXT), d = dest(m)
EFF LM = (U , instruct),

if context(m)!=null thenCONTEXT= add(CONTEXT,c)

The second step is the development of the control mechanism of the
componentdialogue controller, which is based on the dialogue state tran-
sitions at the illocutionary level specified by the dialogue model. As the
unified dialogue model defines a clear illocutionary structure represented
by a set of extended recursive transition diagrams, it can be specified
with mathematically well-founded methods straightforwardly, e.g., the
well-established technique from the formal methods community of com-
puter scienceCommunicating Sequential Processes(CSP). The CSP lan-
guage provides mechanisms for specifying the communication and syn-
chronization of two or more processes consisting of sequential actions.
The essential value of CSP is the ability to subject formal specifications
that are well founded in mathematical logic to enable powerful analy-
sis using mechanized theorem provers and model checkers (cf. [12]).
Although the CSP language, its mathematical foundations and its many
possible applications within the Formal Methods Community have been
widely investigated [6, 10], applying these techniques to dialogue mod-
eling, specification and analysis builds up a novel area of application. In
the following we will briefly introduce the specification of the unified
dialogue model presented in Section 3.1 using CSP.
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The first CSP processDialogueUSin Fig. 4 specifies the transition
networkDialogue(U,S), where→ and [ ] are two CSP operators neces-
sary for the present specification.→ defines the sequential occurrence of
dialogue moves in a process, and[ ] arbitrary selection between several
possibilities. The CSP events representing abstract dialogue moves have
the formp.a, wherep is the name of a communication channel anda
the dialogue act associated with it. For example,user.instructmeans get-
ting an input with the dialogue actinstruct from the user,is out.instruct
sending the dialogue actinstruct to the information state manager, such
that the information state can be updated using the context contained in
the current input. Obviously, the specification reflects the model struc-
ture very well. The second CSP processResponseSUinvoked by the first
one in Fig. 4 specifies the transition networkResponse(S,U), in which the
latest dialogue movekept in the information state is needed. In the speci-
ficationResponseSUthe conditions related toconsultDBare specified by
four database inputdb in events:reject, reason, inform andambiguity.
Also the CSP specification ofResponse(U,S)reflects the network struc-
ture straightforwardly.

DialogueUS =
user.restart -> is_out.init -> DialogueSU

[] user.instruct -> is_out.instruct -> ResponseSU
[] user.request -> is_out.request -> ResponseSU

ResponseSU = db_out -> (
db_in.reject -> system.reject -> DialogueUS

[] db_in.reason -> system.request -> ResponseUS
[] db_in.inform -> is_in?lm ->

( (lm==request) & (system.inform -> DialogueUS)
[](lm==instruct) & (system.request -> ResponseUS))

[] db_in.ambiguity -> system.choice -> DialogueUS)

Fig. 4.Two CSP specifications

Based on the CSP specifications the model-checker FDR [1] is ap-
plied to generate the state machine. After implementing the communica-
tion channels between the dialogue controller and the other system com-
ponents, the state machine can control the state transitions according to
communication events.
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4 THE EXPERIMENT

In order to explore how well the dialogue interaction between human and
the dialogue system is assisted by the unified dialogue model, an evalu-
ation with 12 participants was carried out. Each subject had to undergo
two test phases: learning and testing:

– In the learning phase each participant was given a brief introduction
to the test procedure, so that they could get to know the way how
to dialogue with the system, and what kinds of verbal and textual
feedbacks the system provides. Furthermore, they were asked to ac-
complish several sample tasks.

– In the test phase each participant had to go through three subphases,
each of which contains several tasks belonging to a predefined cate-
gory. In the first subphase, several pieces of information describing
a destination (e.g. a person’s name, a department or a room number)
were given and the participant should tell the system to go there. In
the second subphase, pieces of information were given as well, but
this time the participant was asked to find out certain information,
e.g. where a certain person works or what department a room is in.
In the third subphase scenarios like “you are hungry and would like
to eat something” were described, and the participant was asked to
negotiate with the system on an appropriate destination.

The dialogue system used in the experiment was a networked soft-
ware application that connected two computers: theguidance assistant
on one computer and theinput systemon the other. Theinput system
was controlled by a human operator who entered the user utterances and
acted as a speech recognizer. Theguidance assistantcontains the com-
ponentsclinic database manager, output, information state managerand
dialogue controller, and the unified dialogue model is the key of thein-
formation state manageranddialogue controller. As a result, the whole
test run was simulated as if the participant communicates with the sys-
tem in natural language directly, but removing possible distractions that
might have been introduced by speech recognition, in order to focus on
the evaluation of the unified dialogue model. Although a human operator
acted as the speech recognizer, our experiment was not a usual “Wizard
of Oz” experiment, since theguidance assistantran automatically.

Since the experiment was run with native German-speaking partici-
pants, we present in the following the English translations of several ex-
ample dialogues collected in the experiment. Most of the dialogues turned
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out to be unproblematic, as the following example shows. The task of
the example contained the destination “Rasmussen” and “Room number
1322”. The room number in the user’sinstruction(D 01 01) was incor-
rect, thus the systemrejectedit in D 01 02 with a reason. InD 01 03
the user provided the room number again, which is interpreted as a new
instruction integrated with the contextpersonprovided in the previous
instruction and kept inCONTEXTof the information state. This time the
system found the person and his office, and then responded with arequest
such that the user can confirm or reject it.

D 01 01 U I’d like to go to Mrs. or Mr. Rasmussen in room number 1320.
D 01 02 S I did find Rasmussen, but not in room 1320.
D 01 03 U I’d like to go to room 1322.
D 01 04 S Would you like to go to Mr. Per Rasmussen in room 1322,

the office of chief physician?
D 01 05 U Yes.

However, there are dialogues turned out to be problematic. The utter-
ances fromD 02 01 to D 02 04 fit well to the model, but the utterance
D 02 05 is an userrequest, for which no proper system response is de-
fined. Therefore, the system alternatively offered theinformationabout
all persons (D 02 06). Again the userrequestedthe system to name a
person with the given name inD 02 07, the system found a person with
the name, andrequestedthe user to confirm, since it is the only person
with the last name “Br̈uckner”. The system utteranceU 04 08 did not
match the user’s request inD 02 07, showing an unnatural dialogue seg-
ment.

D 02 01 U I’d like to go to Br̈uckner.
D 02 02 S Would you like to drive to the doctor Mr. Wolfgang Brückner?
D 02 03 U I need more information about him.
D 02 04 S Mr. Wolfgang Br̈uckner is a doctor in the accident surgery.

You find him in room 1711.
D 02 05 U Is there an other person with the name Brückner?
D 02 06 S I found all together 32 persons and they are sorted according to

their last names.
D 02 07 U Name a person with the name Brückner.
D 02 08 S Would you like to drive to the doctor Mr. Wolfgang Brückner?
D 02 09 U If there is no other person with the name Brückner, then yes.



166 HUI SHI, CUI JIAN, AND CARSTEN RACHUY

5 DIALOGUE MODEL EVALUATION CONCERNINGTASK SUCCESS

One aim of our experiment was to investigate the task success of the uni-
fied dialogue model in a practical dialogue system. Specifically, in this
section we are going to evaluate how the system’s deterministic behav-
ior (see Fig. 3(c)) influences the task success. Success at the task of a
dialogue in our context is measured by how well the dialogue model sup-
ports users to complete dialogue tasks and therefore, we apply the Kappa
coefficient [13, 3, 17] approach, similar applications can be found in the
literature, such as the evaluation of two train timetable information agents
in [17].

First, we define a set ofattribute valuesfor each task. As shown in
Fig. 3(d) the unified dialogue model allows a user to make a dialogue
move with aninstruction like “take me to· · ·”, a requestlike “tell me
about · · ·”, an accept like “yes” or a reject like “no” after a system’s
utterance. Each user’s dialogue move may contain some content infor-
mation, also calledattribute values, of a person’s name, a room number
and so on. Tab. 1 summarized the set of all relevant attributes.

Table 1.The set of attributes

attribute nameidentifier description example
first name FN first name of a person Wolfgang
last name LN last name of a person Brückner
gender G gender of a person M

profession P profession of a person Doctor
room number RNr number of a room 1711

room type RT type of a room station room
meta room type MRT predefined meta type of a roomeating-related

station F name of a hospital station accident surgery

Since different tasks contain different data and have different goals,
each task has a set of expected dialogue acts and attribute values, such
as theattribute value matrix(AVM) in Tab. 2 for the task, in which the
participants were asked to go to a person with the last name “Brückner”
(see the example dialogueD 02 in Section 4). Each expected dialogue
act-attribute pair is associated with an actual value, which reflects the fact
that a unified dialogue model contains a state transition based structure at
the illocutionary level and an information state management processes.
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With the attribute value matrix we can develop the confusion matrix for
the collected dialogue data of that task (see Tab. 3).

Table 2.An example of value matrices for dialogue acts and attribute values

dialogue actattributeactual values
instruct LN Brückner

G M, F
accept LN Brückner

FN Wolfgang
P Doctor
G M

Table 3.An example confusion matrix

instruct accept
data LN G LN FN P G

E NE E NE E NE E NE E NE E NE othersum
instructLN 12 4 16

G 9 9
accept LN 12 12

FN 11 11
P 9 9
G 11 11

The values in the confusion matrix are obtained by comparing the
dialogue moves issued by the participants and the expected attribute val-
ues of each task specified by a AVM. A user dialogue move may contain
expected or unexpected information with respect to the attribute values
defined in the AVM for a dialogue task, so we use “E” and “NE” in con-
fusion matrices to denote such situations. Values in the “other” column
record the number of undefined dialogue moves occurred in the dialogue
data. Hence, these confusion matrices capture not only expected dialogue
situations, but also unexpected and undefined situations.

Given a confusion matrix, the success at reaching dialogue goals is
measured with the Kappa coefficient [13, 3, 17]:κ = P (A)−P (E)

1−P (E) , where
P (A) is the proportion of times that the dialogue moves agree with the
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attribute values andP (E) is the proportion of times that the dialogue
moves are expected to be agreed by chance. In our case,

P (A) =

∑n

i=1
M(i, E)

T
, P (E) =

n∑
i=1

(
M(i)

T

)2

whereM(i, E) is the value in an expected column of rowi, T is the sum
of all user dialogue moves, andM(i) the sum of the user dialogue moves
in row i.

Since our goal is to find out how well the dialogue model imple-
mented in the dialogue system supports various types of tasks, instead of
individual tasks, we first calculate the Kappa coefficient for each type by
the confusion matrix combining all the confusion matrices of the tasks in
that type. The first type contains 13 tasks with 149 dialogues, the second
type 3 tasks with 35 dialogues, the third type 8 tasks with 88 dialogues.
Since the third type contains the second type implicitly, only three tasks
were taken in the experiment for the second type. Finally, the three con-
fusion matrices of the three individual task types are combined to a single
confusion matrix for computing the total Kappa coefficient. The results
are presented in Tab. 4.

Table 4.The task type dependent and independent Kappa coefficients

task type type I type II type III type I, II, III
Kappa coefficientκ1 = 0.99 κ2 = 0.85 κ3 = 0.82 κ = 0.94

6 DISCUSSION OFEVALUATION RESULTS AND IMPROVEMENTS

From the Kappa coefficients calculated in table 4, we can see that the
unified dialogue model well supports the three types of dialogue tasks:
the Kappa coefficientsκ1, κ2 andκ3 are greater than0.8 and the task
type independent Kappa coefficientκ is 0.94.

Especially, the achievement of the dialogue model by the first type of
tasks is obvious, since the Kappa coefficient almost equals 1. In all the 13
tasks of the first type the participants were asked to instruct the system to
a destination described by several pieces of information about a person,
a room or a department (see the dialogue exampleD 01 in Section 4),
and therefore, the dialogue goal of each task was given explicitly. On the
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other hand, each dialogue goal in the third type was described implicitly,
such as the goal of the task described by “you are hungry and would
like to eat something” was “the patient dining-hall”. From the factκ1 >
κ3 we can conclude that the unified dialogue model supports dialogues
with a clearly defined goal much better than those without. Missing the
negotiation of users’ intention in the unified dialogue model is the key
fact leading to this finding.

The analysis of the confusion matrices issues two drawbacks of the
unified dialogue model: losing track of the current user dialogue move
type and missing some unexpected dialogue move types. For example,
the dialogueD 03 itself was straightforward. The problem was that the
system could not continue the dialogue after the utteranceD 03 03, since
it lost the information to decide whether the utterance is arequestor an
instruct move and therefore, the dialogue model cannot determine the
next transition to be taken (see Fig. 3(c)). The problem can be solved
by adding themove contextinto the information state, which keeps the
current user dialogue act, in our caseinstructor request.

D 03 01 U Which profession does Mr. Schulte practice?
D 03 02 S I have found several persons who match Mr. Schulte.

Which person do you mean?
D 03 03 U I mean Mr. Tobias Schulte.

Extending the illocutionary structure of the unified dialogue model
is another step to improve the dialogue model.D 04, for example, con-
tains the user dialogue moveD 04 02, where the user told the system that
he did not know the room number. This type of dialogue moves is not
supported by the illocutionary structure of the dialogue model. Adding
a new transitionU.inform to the start state in the transition dialogue of
Response(U,S)(see Fig. 3(d)) enables the dialogue model to handle such
dialogue moves.

D 04 01 S Would you like to drive to room 1262, ECG 2, in the cardiology?
D 04 02 UI don’t know the room number.

The refinements of the dialogue model by adding new information
state elements and additional transitions have been applied to update the
dialogue system. We believe that they will improve the task success of the
unified dialogue model throughout. This has to be proved by a follow-up
experiment.

Based on the evaluation results, we conclude that the unified dialogue
model well supports users to dialogue with the hospital guidance system,
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however, they cannot be used to measure the effectiveness of the whole
dialogue system, since all the test runs were, with the assistance of a
human operator3, simulated as if the participants were conversing with
the system in natural language directly, but removing possible distrac-
tions that might have been introduced by speech recognition. Comparing
the audio data with the manual input data did not deliver any essential
deviation that would affect task successes of any undergone dialogues.
Therefore, our focus on evaluation of the unified dialogue model is main-
tained.

Unified dialogue models are constructed at the illocutionary force
level, which naturally enables dealing with diversity situations. However,
choosing the appropriate set of communicative acts is one important fac-
tor affecting the coverage of a unified dialogue model. Care must be taken
on the one hand to avoid over-simplification to the point where the struc-
tural model collapses down to a two-state initiate-response network with
jumps. Although these over-simplified models capture most dialogue sit-
uations, they are not useful for dialogue control or formal analysis of di-
alogue structure. On the other hand, models, as the one discussed in this
paper, well reflect natural dialogue structures at the illocutionary level
and still possess the context sensitive information state management that
relies on domain specific communication. Diversity problems might oc-
cur when people dialogue with a system based on a too excessively de-
signed unified dialogue model, but through appropriate design and careful
evaluation possible diversities can be detected and the model can then be
improved accordingly.

7 CONCLUSION

In this paper we applied the Kappa coefficient (κ) to evaluate the effec-
tiveness of a unified dialogue model by task success, which combines a
generalized dialogic structure at the illocutionary level and an informa-
tion state based content manager. Specifically, three Kappa coefficients
were calculated from the confusion matrices for three types of dialogue
tasks using the 272 dialogues collected in an experiment with 12 partic-
ipants. The results showed that the unified dialogue model well supports
those dialogue tasks in general (κ = 0.94). Especially, tasks with an ex-
plicit defined dialogue goal (cf.κ1 = 0.99). The experiment results also
delivered useful findings for the improvement of the dialogue model. This

3 We used only one operator in the whole experiment
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paper has three major contributions. First, it showed the development
of unified dialogue models in general and by an example. Second, we
demonstrated how to evaluate unified dialogue models by combining di-
alogue acts with attribute values. Third, we applied the standard method,
the Kappa coefficient, to evaluate a unified dialogue model.

To evaluate the improvement of the unified dialogue model accord-
ing to the analysis of the experiment results, we are now carrying out a
follow-up experiment. The collected dialogue data will also be used for
training an automatic speech recognizer, which will then be integrated
into the multimodal interactive system for further experimenting. Last
but not least, applying reinforcement learning techniques to enhance the
existing unified dialogue model centered management system is another
research direction we are now concerned with.

ACKNOWLEDGMENTS We gratefully acknowledge the support of the
Deutsche Forschungsgemeinschaft (DFG) through the Collaborative Re-
search Center SFB/TR 8 Spatial Cognition – Subproject I3-SharC. We
would like to thank Prof. Dr. Nicole von Steinbüchel, Frank Schafmeister
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Automatic Annotation of Referring Expressions
in Situated Dialogues

NIELS SCHÜTTE, JOHN KELLEHER AND BRIAN MAC NAMEE

Dublin Institute of Technology, Ireland

ABSTRACT

To apply machine learning techniques to the production and in-
terpretation of natural language, we need large amounts of anno-
tated language data. Manual annotation, however, is an expen-
sive and time consuming process since it involves human anno-
tators looking at the data and explicitly adding information that
is implicitly contained in the data, based on their judgment. This
work presents an approach to automatically annotating referring
expressions in situated dialogues by exploiting the interpretation
of language by the participants in the dialogue. We associate in-
structions concerning objects in the environment with automati-
cally detected events involving these objects and predict the ref-
erents of referring expressions in the instructions on the basis of
the objects affected by the events. We judge the reliability of these
predictions based on the temporal and textual distance between
instruction and event. We apply our approach to an annotated
corpus and evaluate the results against human annotation. The
evaluation shows that the approach can be used to accurately
annotate a large proportion of the utterances in the corpus dia-
logues and highlight those utterances for which human annota-
tion is required, thus reducing the amount of human annotation
required.

KEYWORDS: reference resolution, situated dialogue
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1 INTRODUCTION

We present an approach to automatically annotatingreferring expressions
in situated dialogues. A referring expression [1, Ch. 18] is an expression
that occurs in natural language that is used to denote some kind of object
that is discussed. For example in the sentence “Bob ate an apple”, “Bob”
is a referring expression that denotes some person named Bob, and “an
apple” is a referring expression that denotes some apple.

The object that is being referred to is called thereferentof the re-
ferring expression. Ananaphoricreferring expression is a referring ex-
pression that refers back to an object that has already been mentioned in
the dialogue and is therefore in the linguistic context of the dialogue. An
exophoricreferring expression is a referring expression that refers to an
object that has not previously been mentioned in the dialogue but that
exists in some other context of the dialogue (e.g. the visual context). The
process ofreferring expression resolutionis the process of identifying the
referents of referring expressions.

A situated dialogue is a conversation between at least two participants
that takes places in an environment that is actively discussed as part of
the dialogue. A typical example a of situated dialogue is a navigation
task where one participant has to give instructions to a second participant
to move through the environment the dialogue is situated in. Exophoric
referring expressions are particularly common in this domain.

A computer system that participates in situated dialogues has to be
able to resolve and produce exophoric referring expressions. There exist
a number of approaches to this problem that can broadly be categorized
as rule-based and machine-learning (ML) based approaches. Rule-based
approaches use a number of (generally hand crafted) rules to perform the
task. Grosz and Sidner [2] describe a rule-based approach to resolving
reference in purely linguistic domains. Salmon-Alt and Romary present
a rule-based approach to resolving reference in a multimodal domain [3].

ML based approaches on the other hand do not rely on prefabricated
rules but set out to learn behaviour that is presented in the form of ex-
amples. Using ML is particularly attractive for dealing with referring ex-
pressions because using ML opens up the possibility to learn and discover
strategies used by humans directly from data, which may be difficult to
identify by introspection or manual analysis.

Supervised ML is a form of ML where algorithms learn a function
that maps from inputs to outputs. Such algorithms require as training data
a set of examples in which inputs are associated with the expected output.
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Consequently, in order to train a ML algorithm to interpret or produce
referring expressions, the algorithm requires a training set of examples
that link spoken references to their intended referents in the world and
that, furthermore, describe the conditions under which the reference was
produced. These conditions may for example include the set of visible
objects, the spatial relation of the speaker towards those objects and a
records of previous references made by the speaker.

These training sets often have to be created manually by taking a set
of inputs and annotating the expected outputs based on human judgment.
This process is expensive and time consuming because it requires one
or more human annotators to screen all of the examples and make a de-
cision for each case. It is therefore desirable to find methods that can
automatically perform at least parts of this process. This problem can be
understood as a problem of information retrieval since the reference in-
formation must be (implicitly) contained in the data if human annotators
are able to reproduce it.

Contribution: In this work we present an approach to automatically
generating annotations for exophoric referring expressions in a situated
task-based dialogue. We focus on identifying the referent of a referring
expression, as this is a task that (unlike the determination of the set of visi-
ble objects for example), cannot be performed automatically in a straight-
forward manner and generally requires the attention of a human annota-
tor. We predict the referent of a referring expression based on the inter-
pretation of that expression in the dialogue. This is only possible if the
referring expression can be related to some detectable action. We there-
fore only consider referring expressions in utterances that instruct the
hearer to perform some specific task. In the experiments described in this
work we focus on one specific kind of instruction, namely instructions to
pass through a door.

Overview:In Section 2 we discuss corpora that are possible fields of
application for our approach and introduce the corpus that is used in the
example presented in this work. In Section 3 we present our approach to
detecting the referents of referring expressions. In Section 4 we present
the evaluation of the application of our approach to test data. Finally, in
Section 5 we discuss these results and possible extensions of this work.

2 DATA

For this experiment we were interested in corpora featuring situated di-
alogue. In addition to information immediately related to the dialogue,
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such as transcriptions and annotations, we were also interested in addi-
tional data related to the environment, such as maps and recordings of the
actions of the participants.

There exist a number of freely available situated dialogue corpora.
The TRAINS corpus [4], which contains dialogues between two partic-
ipants planning train routes on a map, is an example of a corpus that
incorporates the visual modality, and has transcriptions, but does not fea-
ture reference annotations. In addition to that, the corpus works with a
static map, which is not dynamically updated, which makes it difficult to
annotate referring expressions, because participants frequently talk about
hypothetical scenarios. In addition to this, it also lacks a record of the
planned routes.

Another visually situated corpus is the MAPTASK corpus [5]. This
corpus is based on an experiment where one participant describes a route
in a map to a second participant, who has access to a slightly different
map. Navigation takes place at an abstract level which makes it hard to
identify events at a level that would be relevant to this experiment.

The corpus considered in this work is the SCARE corpus [6]. This
corpus consists of dialogues between two participants in a navigation
task where the environment is perceived from a first person perspective. It
contains transcriptions and reference annotations and is therefore a good
example for learning referring expression resolution. Moreover, unlike
the TRAINS and MAPTASK corpus, the SCARE corpus features record-
ings of all navigation steps, thereby enabling us to reconstruct actions
performed by the player.

Fig. 1.Screenshot of a video recording from the SCARE corpus.
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What differentiates the SCARE corpus and makes it particularly in-
teresting to us, is that it does not take a remote approach with an ex-
ternal perspective, but is very situated, by putting the participants inside
the environment. This means that the participants have a location in the
environment, which restricts references and actions thereby creating the
possibility of linking them. This is the key to our approach. The corpus
was created in an experiment focusing on situated task-based dialogues.
In this experiment one participant, the direction follower (DF), had to
navigate through an environment simulated in a game engine, while the
second participant, the direction giver (DG), had to give directions to the
first participant to help them fulfil a given task. The details of the task
and the layout of the world were known only to the DG. The DF nav-
igated through the environment in a first person perspective, of which
a live video feed was shown to the DG. Therefore both participants had
the same perspective on the environment. The participants communicated
through a voice connection.

The corpus comprised video and audio recordings of the dialogues, as
well as transcriptions of the audio files that were annotated for reference,
i.e. referring expressions that referred to objects in the environment were
annotated with which object the expression referred to. In addition to
that, demo files were provided that could be replayed in the game engine,
thereby recreating the navigation movements in each dialogue.

3 EXTENDING THE SCARE CORPUS

As noted in Section 2, the SCARE corpus contains annotated dialogue
transcriptions and a record of player movement. In order to automati-
cally annotate referring expressions, we needed to create new data from
the corpus. In particular, we had to identify a set of referring expressions
and then determine the referent for each expression. We did this by es-
tablishing a correspondence between instructions that contain a referring
expression in the dialogue and events in the world that could be caused
by these instructions. The events we wanted to consider were not explic-
itly contained in the data, so we had to reconstruct them. Consequently,
establishing a correspondence between instructions in the dialogue and
events in the world involved 3 steps:

1. We detected a set of instructions.
2. We detected a set of events.
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3. We established a correspondence between instructions and events
and recorded values for different distance metrics between instruc-
tions and events.

Each of these steps is described in detail below. We then evaluated
the correspondence against gold standard manual annotations. This eval-
uation is described in Section 4.

3.1 Detecting the Instructions

In this experiment we were interested in referring expressions that caused
events we could detect by looking at the movement of the player in the
environment. One class of such events is passing through doors. We there-
fore detected instances of the DG telling the DF to go through a door. We
did this using a regular expression of this form:

[go|pass]through. * [door|one|that] 1

This expression fit instructions such as “go through the right door” or
“pass through the next one”. We collected instructions up to a length of
seven words. The regular expression was defined by examining a small
number of the dialogues in the SCARE corpus. In total we detected 135
referring expressions using this regular expression. This approach proba-
bly did not capture all instructions, but served as a good starting point.

3.2 Detecting Events

Once we had detected the set of instructions that we would use in our ex-
periment we then had to detect the set of relevant events to match against
the instructions. To do this, we replayed the demo files in the game en-
gine and recorded the position and orientation of the player during the di-
alogues. We then aligned this information with time. By comparing this
information with geometric information about the layout of the rooms,
we were able to detect the moments when the player left a room and en-
tered another room. This in turn enabled us to determine which door the
player had passed at what point in time. Each passing of a door formed
an event.

1 .∗ matches any sequence of characters,[x|y] matches the sequencex or y.
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3.3 Establishing the Correspondence

In this step we determined a correspondence between instructions and
events for our example corpus. We aimed to identify for each instruc-
tion the specific event that occurred when the DF fulfilled the instruction.
Events naturally occur slightly after the instruction has been produced be-
cause the DF needs time to interpret the instruction and to navigate into
a position where it is possible to perform the required action. However,
not every instruction is immediately succeeded by an event that fulfils the
instruction. We see three main reasons for this:

1. The DF may misinterpret the instruction and begin to perform a dif-
ferent action.

2. The DF may not understand an instruction or find it ambiguous and
ask the DG to clarify. In this case, the next event may follow after
a longer delay, during which the participants come to an agreement
about the next action, and may actually end up not fulfilling the orig-
inal instruction because the participants decided on a different course
of action.

3. A number of other events may occur between an instruction and the
corresponding event because the DF has to fulfil a number of sub-
goals in order to be able to fulfil the instruction.

At first glance, two approaches in creating a correspondence are appar-
ent: we can either start out with the events and search for an instruction to
match each event; or we can start out with the instructions, and determine
which event was caused by each instruction. The first approach immedi-
ately appeared less favourable because in the example dialogues, a great
number of events are not directly caused by instructions. This happens
when the DF is exploring the map on their own, or if the DG gives high
level goals, such as returning to a previously visited room, which the DF
can fulfil without being instructed in every step. We therefore decided to
use the approach where we start with the instructions and then search for
events that match these instructions.

We processed each dialogue incrementally by going through it from
the beginning, picking up instructions and events as they occurred. An
incoming instruction was processed by storing it on a FIFO queue. An in-
coming event was processed by removing the oldest instruction from the
queue and associating it with the new event, and storing the resulting pair
for later evaluation. This was based on the assumption that events were
preceded by instructions. Roughly speaking this approach associates each
instruction with the next event occurring after it.
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We collected instructions in a queue, which enabled us to correctly
interpret concatenated instructions (e.g. “go through this door and then
go through the next one”) as two instructions to be executed sequentially.

Events that occurred while the instruction queue was empty were dis-
carded as events that occurred without explicit instruction. Such events
occurred often in the dialogues when the DF was asked to move to a pre-
viously visited location. In this case, the DF often could find the way on
their own without having to be explicitly instructed for each step.

The matching process resulted in a set of pairs of instructions and
events which was the basis for our experimental evaluation. The algo-
rithm we used for this process is presented as Algorithm 1.

Algorithm 1 The algorithm for associating instructions and events.

Input: dialogue:a temporally ordered set of events and instructions.
Data Structures:instructionQueue: a Queue for incoming instructions,

initially empty.
correspondences:a list of instructions-event pairs.

Output: a list of instructions-event pairs which may be related.

FOR the length of the dialogue
e := select the next event or instruction
IF e is an instruction

push(e, instructionQueue)
ELSE

IF e is an event
IF empty(instructionQueue)

discard e
ELSE

i := pop(instructionQueue)
a := associate(i,e)
append(a, correspondences)

ENDIF
ENDIF

ENDIF
ENDFOR
RETURN correspondences

Every time an instruction and an event were associated, we recorded
the distance in time between instruction and event, and the number of
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words spoken between them to facilitate evaluation. We derived these
values from the time aligned dialogue transcriptions.

The output of the algorithm consists of a list of associated instructions
and events. Each pair represents a possible causal relationship between
an instruction and an event, and thereby a candidate for annotation. In the
next step of the process each pair will be more closely examined, and it
will be estimated how likely the pairing is to be a correct assignment.

Figure 2 illustrates the approach. Intervals of speech are represented
as blocks below the time axis. Dark blocks represent instructions, while
bright block represent speech that is not an instruction. Stars on the time
axis represent events. The horizontal brackets delineate the intervals be-
tween the end of an instruction and the next event. The dashed vertical
lines cut out intervals on the time axis and pieces of the speech blocks,
which form the distance values.

Fig. 2. Illustration of the instruction-event association and distance measuring
process. Blocks represent intervals of speech, stars represent events.

4 EVALUATION

As mentioned in Section 2, referring expressions in the original corpus
were annotated for reference. We therefore knew for each referring ex-
pression to which object it actually referred. This information formed the
gold standard for the evaluation of our approach to reference resolution.

Once we had processed all the dialogues in the corpus we started the
evaluation. As the first step we defined the baseline for the evaluation.
We did this by taking the unmodified instruction/event pairs. In this set,
each instruction was associated with the closest following event. This
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is a relatively simple way of associating instructions and events since it
assumes that each instruction was perfectly interpreted and fulfilled di-
rectly after the instruction, with no other events occurring between them.
This is a very strong assumption, because misunderstandings between hu-
man communicators frequently occur. This results in the user executing
a wrong action or not immediately performing the action. We therefore
suspected that this initial association contained many false pairings.

We take this set of associations as the baseline in this experiment in
the sense that this association is the most simple but plausible one that
can be created without much effort.2

We then set out to detect likely false pairings by looking at the dis-
tance between instruction and event.

We used two basic approaches: If the distance between an instruction
and the following event exceeded a given threshold, we would refuse to
rate it, leaving the decision up to a human annotator (“late cut-off”). If the
distance fell below a given threshold, we also did not rate the pair (“early
cut-off”). In an actual annotation scenario, the examples that were not
rated could be passed on to a human annotator who could judge them
manually.

We ran the association algorithm (Algorithm 1) to create a set of
instruction-event pairs. We subsequently judged the results by a num-
ber of different distances. The results for the time distances are presented
in Table 1 , the results for word distances in Table 2. They show:

– the total number of cases (Column 1)
– the number of cases that were removed because of the cut-off crite-

rion (Column 2)
– the percentage of removed cases (Column 3)
– the number of remaining cases (Column 4)
– the number of cases where the association between instruction and

event was correct according to the gold standard (Column 5). This
row is illustrated in Figure 3(a) for time distances and Figure 3(b) for
word distances.

– the percentage of correct cases among the cases that were not re-
moved (Column 6)

2 A different measure that could serve as a basis for evaluating results later on
would be the stochastic probability of picking the right referent when choosing
randomly among the visible objects. In a related experiment [7] we determined
this probability to be 57.4% for this corpus. However, in the current experiment
we cannot assume that the intended referent is visible, therefore this approach
is not directly applicable.
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– the overall percentage of the correctly associated cases among the
number of total cases (Column 7)

For early cut-off, we used the distances 5, 7.5, 10, 15 and 20 seconds
and 5, 10, 20, 40, 50 and 60 words. The results are displayed in Table 3
and 4.

Table 1.Results for the different time distance values for late cut-off.

Total Removed Remaining Correct Total correct
# # % # # % %

Col. Nr. (1) (2) (3) (4) (5) (6) (7)
Baseline 135 0 0.0 135 93 68.9 68.9
Time 5s 135 88 65.2 47 34 72.3 25.2
Time 7.5s 135 61 45.2 74 61 82.4. 45.2
Time 10s 135 40 29.6 95 80 84.2 59.3
Time 15s 135 34 25.2 101 84 83.2 62.2
Time 20s 135 26 19.3 109 88 80.7 65.2

Table 2.Results for the different word distance values for late cut-off.

Total Removed Remaining Correct Total correct
# # % # # % %

Col. Nr. (1) (2) (3) (4) (5) (6) (7)
Baseline 135 0 0.0 135 93 68.9 68.9
Words 5 135 122 90.4 13 4 30.8 2.9
Words 10 135 102 75.6 33 21 63.6 15.5
Words 20 135 62 45.9 73 59 80.8 43.7
Words 40 135 38 28.1 97 80 82.5 59.3
Words 50 135 31 23.0 104 85 81.7 63.0
Words 60 135 26 19.3 109 86 78.9 63.7

To give an intuition about the significance of the different columns:
Column (3) tells us for what fraction of the cases the algorithm refused to
make a judgment. The figure basically tells us how much work is left for
the human annotator. Column (6) tells us how many of the cases that were
not removed were actually correct. This basically gives us a measure of
the quality of the predictions made.
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Table 3.Results for the different time distance values for early cut-off.

Total Removed Remaining Correct Total correct
# # % # # % %

Col. Nr. (1) (2) (3) (4) (5) (6) (7)
Baseline 0 135 0 0.0 135 93 68.9 68.9
Time 1s 135 7 5.2 128 93 72.7 68.9
Time 2s 135 8 5.9 127 93 73.2 68.9
Time 2.5s 135 13 9.6 122 89 73.0 65.9
Time 5s 135 47 34.8 88 59 67.0 43.7

Table 4.Results for the different word distance values for early cut-off.

Total Removed Remaining Correct Total correct
# # % # # % %

Col. Nr. (1) (2) (3) (4) (5) (6) (7)
Baseline 135 0 0.0 135 93 68.9 68.9
Words 1 135 3 2.2 132 93 70.5 68.9
Words 2 135 4 2.9 131 93 71.0 68.9
Words 3 135 6 4.4 129 93 72.0 68.9
Words 4 135 7 5.2 128 92 71.9 68.1
Words 5 135 11 8.1 124 90 72.6 66.7
Words 7 135 16 11.9 119 86 72.3 63.7

Column (7) tells us which fraction of the total number of cases was
correctly annotated according to the manual annotations from the corpus.

As we can see, the baseline alone delivers somewhat acceptable re-
sults. However, if we were to use the baseline approach in an actual an-
notation task, we would end up with false results with no indication of
which results were doubtful decisions.

Using the cut-off approach removes cases while increasing the cor-
rectness of the remaining ones. This means that the cut-off strategy helps
us identify cases that are likely to be incorrect.

For late cut-off we observe that low threshold values remove many
cases while higher values remove less cases. We also observe that that
the overall correctness of the remaining cases peaks at a certain point
(around 10 words for the word distance cut-off and 40 seconds for the
time distance cut-off) and decreases for greater values. This may seem
counter-intuitive, but can be explained: early cut-off values remove the
majority of cases, including many correct ones, and tend to preserve cases
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(a) Proportion of correct judgements by
time distance.

(b) Proportion of correct judgements by
word distance.

Fig. 3.Graphs showing the distribution of correct judgements for late cut-off.

where instruction and event are very close together. As discussed earlier,
it is a reasonable assumption that these cases tend to be incorrect matches.

The observations indicate that this is indeed the case and highlights
the need for trying out the early cut-off approach.

In early cut-off, small values remove few cases and large values re-
move many. Again we observe a peak and subsequent drop in correct-
ness. Early cut-off achieves at best a correctness around 73% while late
cut-off achieves a correctness around 83%, which in both cases is a clear
improvement over the baseline.

The results indicate that both early and late cut-off remove incorrect
candidates, thereby increasing the correctness of the remaining candidate
set. In addition to that we know early and late cut-off remove cases from
opposing sides of the spectrum (cases where instruction and event are
close together and cases where the opposite is the case). It is therefore
likely that one approach captures cases the other does not cover. It is
therefore promising to develop an approach that integrates both.

5 CONCLUSIONS ANDFUTURE WORK

We presented an approach towards automatically generating referring ex-
pression annotations for situated dialogues that exploits the interpretation
of referring expressions by the participants of the dialogue. We demon-
strated the approach for a specific type of references in a specific corpus.
The approach can be generalized to other types of references in other
corpora under two conditions: (1) The references must be contained in
instructions that cause events involving the referents and (2) It must be
possible to automatically detect these events.



188 NIELS SCHÜTTE, JOHN KELLEHER AND BRIAN MAC NAMEE

On a conceptual level we can relate this approach to more general
approaches that are based on intention recognition and perceived affor-
dances [8]. In [9] Gorniak et. al. describe using intention recognition to
improve reference resolution in the context of a game. In this work we
somewhat reverse this approach: We take actions in the game as hypothe-
ses about the intention of instructions (quasi hijacking the interpretation
performed by the listener) and use the objects affected by the action as
the referent of referring expressions in the instruction.

We explored different early and late cut-off values that give an indi-
cation for which suggested linkings might be unreliable. Deciding on a
particular cut-off point, allows the algorithm to decide which cases are
easy and reliably judged, and which cases are hard to judge, and should
rather be inspected by a human annotator. However, it is not immediately
clear how to derive cut-off values for new domains. It may be possible
to directly transfer values between sufficiently similar domains. Another
approach would be to manually create a gold standard annotation for a
small subset of the domain and to determine values for this subset and
transfer them to the whole domain.

Overall, the approach manages to produce at best a success rate around
80% if only one cut-off strategy is used.

To increase this value, we are investigating the use of cut-off windows
instead of cut-off points. The results of the experiments suggest that very
early events as well as very late events are poor candidates for annotation.
Therefore it appears to be sensible to remove early as well as late events.
On a trial basis we combined different good values for early and late cut-
off and achieved a success rate around 93%, while still annotating about
45% of all cases (due to lack of space we unfortunately cannot present
this data). While this is still quite a bit away from correctly annotating all
examples, it still enables us to automatically annotate a sizeable subset of
cases with good success rate.

The GIVE corpus [10] comprises a data set, that is very similar to
the one we used, but is based on written instead of spoken language and
features only monologue. In further work we may investigate how well
our approach can be applied to this corpus and in how far results are
transferable.
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APPLIED INTELLIGENCE RESEARCHCENTRE,
DUBLIN INSTITUTE OFTECHNOLOGY,

IRELAND

E-MAIL : <NIELS.SCHUTTE@STUDENT.DIT.IE>

JOHN K ELLEHER

APPLIED INTELLIGENCE RESEARCHCENTRE,
DUBLIN INSTITUTE OFTECHNOLOGY,

IRELAND

E-MAIL : <JOHN.D.KELLEHER@DIT.IE>

BRIAN M AC NAMEE

APPLIED INTELLIGENCE RESEARCHCENTRE,
DUBLIN INSTITUTE OFTECHNOLOGY,

IRELAND

E-MAIL : <BRIAN .MACNAMEE@DIT.IE>



Machine Translation and Multilingualism 

 
 



 

 



IJCLA VOL. 2, NO. 1–2, JAN-DEC 2011, PP. 193–208
RECEIVED 23/10/10 ACCEPTED 26/11/10 FINAL 08/02/11

Phrase-based Machine Translation based on
Text Mining and Statistical Language Modeling

Techniques

CHIRAZ LATIRI, 1 KAMEL SMA ÏLI, 2 CAROLINE LAVECCHIA,2
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ABSTRACT

In this paper, we introduce two new methods dedicated to phrase-
based machine translation. Both are based on mining a parallel
corpus in order to find out the couples of linguistic units which
are translation of each other. The presented methods do not rely
on any alignment in contrast to what is done usually by the sta-
tistical machine translation community. Each of them proposes a
complete translation table containing translations of single words
and phrases. The first method is inspired from the well-known
trigger language model while the second one is inspired from
the association rules mining technique. All experiments are con-
ducted on a large part ofEUROPARL corpus and highlight the
utility of both proposed approaches.

KEYWORDS: Statistical machine translation, Sequence mining,
Inter-lingual triggers, Inter-lingual association rules, Bilingual
corpora.

1 INTRODUCTION

Since the apparition of the pioneering work of IBM researchers [1], al-
most all the proposed papers in Statistical Machine Translation (SMT)
are based on their formalism. This is due to the strength of the approach
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and the availability of tools, such as GIZA++ for producing the trans-
lation table [2], CMU or SRILM for developing language model [3] and
PHARAO [4] or MOSES[5] for decoding. These tools make developing
SMT a very easy process.

In this paper, we would like to show that it is possible to investi-
gate other issues which could constitute an alternative to IBM methods
and their generalization to support phrase-based models [6]. The pro-
posed methods do not rely on any alignment in contrast to whatis done
usually by the SMT community. The first method is inspired from the
well-known trigger language model which we adapted to automatically
learn words and phrases equivalents from bilingual corpora. The second
one is inspired from the association rules mining technique, well-known
in data mining. We adapt this latter to make it supporting twodifferent
languages.

The paper is organized as follows: Section 2 recalls the basic founda-
tions of statistical machine translation. We devote Section 3 to present the
machine translation approach based on inter-lingual triggers. Section 4
introduces the second one based on inter-lingual association rules. Then,
in Section 5, we present results of the mixture of the two above methods.
The conclusion and future works are presented in Section 6.

2 PRINCIPLE OFSTATISTICAL MACHINE TRANSLATION

In SMT framework, the translation process comes back essentially to the
search for the most probable sentencef in the target language given a
sentencee in the source language. Lete = e1, .., ej be the source sen-
tence (i.e., to be translated) andf = f1, .., fi be the sentence generated
by the translation system, namely:

f̂ = arg max
f

P (f |e) (1)

By using the Bayes formula, we obtain:

f̂ = arg max
f

P (f)P (e|f) (2)

In Equation (2),P (f) is estimated by alanguage model. Its role is to
propose a sentence supposed to be correct in the target language.P (e|f)
is computed from atranslation modeland is supposed to reflect the truth-
fulness of the translation. Then, the decoder like PHARAO [4] or MOSES

[5] generates the best hypothesis by making a compromise between, at
least, these probability distributions.
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3 STATISTICAL MACHINE TRANSLATION USING INTER-LINGUAL

TRIGGERS

The concept oftriggershas been largely used in statistical language mod-
eling [7, 8]. Roughly speaking, a statistical language model yields a prob-
ability to each potential sequence of words belonging to a vocabulary. A
trigger model enhances the probability of a list of words which are cor-
related to a wordwi. To develop such a model, all the correlated words
are retrieved. Triggers are determined by computingmutual information
between two linguistic unitsx andy, each of them takes its values in the
list of words belonging to the vocabularyV . Given two wordsx, y, the
correlationMI(x, y) is given by:

MI(x, y) = P (x, y) log2

P (x, y)

P (x)P (y)
(3)

P (x, y) is the joint probability betweenx andy, whileP (x) andP (y)
are the marginal probabilities ofx andy, respectively.

3.1 Inter-lingual triggers

In [9], the concept of triggers is adapted to handle relationships between
words for any two different languages. This approach is called inter-
lingual triggers. An inter-lingual trigger is henceforth a set composed
of a word (or a phrase)f in a source language, and its corresponding best
correlated words (or phrases) in a target languagee1, e2, . . . , en. This
will be written as:

Trig(f) −→ e1, e2, . . . , en (4)

In inter-lingual triggersf takes its values from the source vocabulary
(French) andei from the target one (English). The translation table is
obtained by assigning to each inter-lingual trigger a probability calculated
as follows:

∀ f, ei ∈ Trig(f), P (ei|f) =
MI(ei, f)

∑

ej∈Trig(f)

MI(ej , f)
(5)

whereTrig(f) is the set ofk English linguistic units triggered by the
French unitf .

In [10, 9], a word-based machine translation using inter-lingual trig-
gers is detailed and results are presented. This approach isextended in
the following to achieve a phrase-based machine translation approach.
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3.2 A new approach to achieve phrase-based MT

Since more than ten years, researches showed that the use of phrases in
translation instead of words leads to better SMT system quality. In order
to retrieve phrases, several approaches have been proposedin the liter-
ature. Most of them require word-based alignments. For instance, Och
et al. in [11] collect all phrase pairs that are consistent with theword
alignment provided by Brown’s models.

In this paper, we will show how to take advantage from inter-lingual
triggers and how to make machine translation supporting phrases gener-
ated by triggers without any alignment. A sequence ofn French words
can trigger a sequence ofm English words withn, m ∈ N. This kind of
correlation is denoted byn.m-Trigger. In the remainder, we will detail
the different steps of our approach.

PHRASE EXTRACTION To retrieve from a corpus pertinent phrases, we
use a method developed in [12], to rewrite the source training corpus
in terms of phrases. To achieve that, an iterative process selects phrases
by grouping words which have a high Mutual Information value. Only
phrases improving the perplexity are kept for the forthcoming steps. At
the end of the process, we get a list of phrases and a source corpus
rewritten in terms of these discovered phrases. With this source corpus
expressed with pertinent phrases, we aim to find their potential phrase
translations in the target corpus by using inter-lingual triggers.

LEARNING PHRASES TRANSLATIONS Since our method does not re-
quire any alignment, we assume that each source phrase ofl words could
be translated by several sequences ofl ± ∆l words. This means, to each
source phrase, we associate(2∆l + 1) sets of itsk best inter-lingual trig-
gers. Each setSi is composed of the potential translations ofi words with
i ∈ [l − ∆l, .., l + ∆l] with l − ∆l ≥ 1. Thus, we allow a source phrase
to be translated by different target sequences of variable sizes. Table 1
shows the potential translations of the source phrasePorter plainte.

For the cited example, we guess that∆l is set to1. Consequently,
“porter plainte” could be translated by a sequence of at least one word
and at most by a sequence of3 words. In this example, we have selected9
potential translations. Obviously, only“press charges”is correct. In the
general case, each phrase could be translated byk potential units. That is
why we propose to select those which are pertinent and discard the noisy
ones.
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Table 1.Potential translations of the source phrase“porter plainte” .

n.m-Triggers
Source phrase2.1 2.2 2.3

press press chargescan press charges
porter plainte chargescan press not press charges

easy not press you can press

Algorithm 1: Simulated Annealing (SA) algorithm.

1begin
2 Start with a high temperatureT ;
3 repeat
4 From the current temperatureT , statei and a BLEUBi,

randomly add a subset ofn.m-Triggers into the translation table
which makes the system moving from statei to j. With this new
table, we run a decoder. This leads to different hypotheses which
are evaluated using BLEU on the development corpus. We get a
new BLEUBj .

5 if Bj − Bi >= 0 then
6 statej is kept as the new current state

7 else
8 j is accepted as the new current state with a probability

random(P ) < e
Bi−Bj

T with P ∈ [0 . . . 1]

9 until BLEU equilibrium with temperatureT is reached;
10 Decrease the temperature and go to line 3 until the given low

temperature is reached or until the BLEU stops increasing.

All source phrases and their sets of inter-lingual triggersconstitute the
set ofn.m-Triggers. The main challenge is how to select the bestn.m-
Triggers. In other words, what are the pertinent phrases andtheir trans-
lations. The choice of the best sub-set phrases is a combinatorial prob-
lem. Simulated annealing (SA) algorithm is one of the algorithms which
can give a good solution to this kind of problem. We have yet used SA
in previous work [13] for automatic word clustering. Basingon this ex-
perience, we decided to choose this algorithm among all possible ones
to solve our problem. To achieve that, we start with a word-based MT
system based on1.1-Triggers presented in [10]. Then, we randomly add
phrases (n.m-Triggers) into the translation table until an optimal BLEU
score is reached on a development corpus. In other words, we only keep
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phrases which improve the quality of translation on a development cor-
pus. This method is summarized in Algorithm 1.

For each French unit (a word or a sequence) ofl words, we select
from the target training corpus its10× (l±∆l) best inter-lingual triggers
(translations). This means that if a sequence ofl words is allowed to be
translated byl−2, l−1, l, l+1, l+2 words, then 50 potential candidates
are kept. All this inter-lingual triggers make the set of candidate phrase
translations (calledn.m-Triggers) required by the SA algorithm.

In the next section, we present another original method which uses
association rules between terms in SMT.

4 MACHINE TRANSLATION WITH INTER-LINGUAL ASSOCIATION

RULES

The association rules mining problem has been introduced byAgrawal
et al. [14]. The motivation for searching associations from texts is to dis-
cover correlations between terms that occur together as well as to look for
regularities in corpora. Before presenting our method, letus give a brief
review of the basic definitions related to association rule mining [14].

Definition 1. An extraction context (orcorpus, in our case) is a triplet
K = (P , T ,R) where:

– P = {s1, s2, . . . , sn} is a finite set ofn distinct sentences of a cor-
pus.

– T = {t1, t2, · · · , tm} is a finite set ofm distinct terms of a corpus.
– Both setsT andP are linked through a binary relationR such that
R ⊆ P × T . That is, each sentences ∈ P is represented a set of
termsm termsT ∈ T named termset, that occur together in the
sentence.

The support ofX ⊆ T in K, denoted bySupp(X), is the absolute
number of a randomly chosen sentences fromP containing the termset
X . A k-termsetT ∈ T , i.e.,a termset of lengthk, is calledfrequentif the
k terms ofT occur simultaneously in the corpus more than a user-defined
frequency threshold denotedminsupp.

Definition 2. An association ruleR overK is an implication of the form
R : X ⇒ Y , whereX andY are subsets ofT , andX ∩ Y = ∅. The
termsetsX andY are, respectively, called the premise and the conclusion
parts ofR.
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Thesupportof a ruleR and itsconfidenceare defined as:

Supp(R) = Supp(X ∪ Y ) Conf(R) =
Supp(X ∪ Y )

Supp(X)
(6)

An association ruleR is valid if its confidence value is greater than
or equal to a user-defined threshold, denotedminconf.

For word-based machine translation, we introduced in [10] the con-
cept ofInter-lingual association rules, named ILAR. The potential trans-
lations of a French termf are obtained by selecting all the English terms
e1, e2, . . . , en which are present in the conclusion of a inter-lingual asso-
ciation rule for whichf is its premise.

Since we are interested in phrase-based machine translation, we in-
vestigate in the following the problem of mining frequent closed se-
quences from highly sized bilingual corpora. Our aim is to extend the
concept of inter-lingual association rules to the context of phrase-based
machine translation.

4.1 Mining frequent closed sequences for phrase-based machine
translation

Our approach is inspired from an efficient sequential pattern mining al-
gorithm, called BFSM [15]. Our choice of BFSM is argued by the fact
that this latter is well adapted for handling very large corpora and, espe-
cially for low values of the support threshold. A set of frequent closed se-
quences is retrieved and then inter-lingual association rules are obtained
from this latter as explained further.

We consider the contextK = (P , T ,R) (cf. Definition 1).

Definition 3. A sequenceS = 〈t1, . . . , tj, . . . , tn〉, such thattk ∈ T and
n is its length, is an-termset for which the position of each term in the
sentence is maintained.S is called an-sequence.

Definition 4. A sequenceSα = 〈a1, a2, . . . , an〉 is a sub-sequence of
Sβ = 〈b1, b2, . . . , bm〉, denoted bySα ⊆ Sβ, if there is a set of indices
1 ≤ i1 ≤ i2 ≤ . . . ≤ in ≤ m, such thata1 = bi1 , a2 = bi2 , . . . , an =
bin

. Sβ is called asuper-sequenceof Sα.

Definition 5. GivenS a sequence discovered fromK. The support ofS
is the number of sentences inP that containS, i.e., Supp(S) =‖ p ∈
P s.t.S ⊆ p ‖. S is said to befrequentif and only if its support is greater
than or equal to the minimum support thresholdminsupp.
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Definition 6. A frequent closed sequence (FCS)S is a frequent sequence
that has no frequent super-sequenceS

′

with the same support.

Definition 7. Given a sequenceS, its information position, denoted by
POSS , is a set of pairs (id s, pos seq), whereid s represents the rank
of the sentence in the corpus andpos seq the position of the last term of
the sequence in the sentence.

Table 2.Example of a sequences dataset.

SentenceSequence

s1 S1 : 〈text,mining, tools, for, text〉
s2 S2 : 〈text,mining, for, analysis〉
s3 S3 : 〈text, for, analysis〉
s4 S4 : 〈text,mining, for, analysis〉

To illustrate this concept, let us take an example. Given a dataset of sequences
depicted in Table 2 and a value of theminsupp threshold equals to 2. We can get
the information positions of the frequent 1-sequences as shown in Table 3. We
notice that the termtools is pruned since its support is lower than theminsupp

value.

Table 3.The frequent 1-sequences.

1-SequenceInformation position Support

〈text〉 (1 , 1) (1 , 5) (2 , 1) (3 , 1) (4 , 1) 4
〈mining〉 (1 , 2) (2 , 2) (4 , 2) 3
〈for〉 (1 , 4) (2 , 3) (3 , 2) (4 , 3) 4

〈analysis〉 (2 , 4) (3 , 3) (4 , 4) 3

Proposition 1. Given two sequencesSk andS(k+n). Then ifS(k+n) is a super-
sequence ofSk and if they have the samek first terms and the same support, then
S(k+n) is calleda backward super-sequence of Sk [15].

For instance, the sequence〈Statistical machine translation evaluation〉 is a
backward super-sequence of the sequence〈Statistical machine translation〉 since
they share the three first terms, while assuming that they have the same support.
The second sequence is then considered redundant.
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Thus, the set of the frequent closed sequences, denoted byFCS only contains
non-redundant patterns,i.e., those not covered by other ones of the same support
(or equivalently, do not have a backward super-sequence,cf. Proposition 1).

AN ALGORITHM FOR DISCOVERING FREQUENT CLOSED SEQUENCES
The main idea of frequent closed sequence mining is based on the principle of
sequence-extension[15]. The sequence-extension of ak-sequenceSk adds a new
term toSk as a new last element. The frequent(k+1)-sequences can be produced
by extending the current found frequentk-sequences. Indeed, for each frequent
k-sequenceSk, we pick up each frequent 2-sequenceSα whose first term is the
same as the last term ofSk and matches the information position ofSk. The result
is a new frequent(k+1)-sequence. Algorithm 2 details how extending a frequent
k-sequence by a frequent 2-sequence according to the explained process.

In the algorithm,⊕ denotes the concatenation operator.

Algorithm 2: Sequence-Extension.
Input : ak-sequenceSk and a 2-sequenceSα.
Output : a (k + 1)-sequence
1begin
2 if last-term(Sk) = first-term(Sα) ∧ id s(Sk) = id s(Sα)

∧ pos seq(Sα) = pos seq(Sk) + 1 then
3 Sk+1 = 〈Sk ⊕ (Sα\ first-term(Sα))〉;

4 return Sk+1;

Our approach proceeds in four steps, namely:

Step 1: Extraction of frequent 1-sequences and their information posi-
tions. We scan the extracted contextK once to record the information position
(cf. Definition 7) of each distinct term in the corpus.

Step 2: Generation of the frequent 2-sequences.The frequent 2-sequences
are produced by applying join operation on the 1-sequences as in the APRIORI-
like methods [14]. Note that, we do not need to scan the corpusto count their
supports. Indeed, the information positions of the frequent 1-sequences are used
to get those of frequent 2-sequences.

Let us consider the two 1-sequences〈text〉 and 〈mining〉 given in Table
3. The 2-sequence〈text mining〉 is generated as follows: the pair(1, 2) of
〈mining〉 is matched with the pair(1, 1) of 〈text〉. By the same way, the pairs
(2, 2) and (2, 1) are matched to form the pair(2, 2), and the pairs(4, 2) and
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(4, 1) to form the pair(4, 2). So, the information position of the 2-sequence
〈text mining〉 are the pairs(1, 2), (2, 2) and(4, 2) (cf. Table 4).

Table 4.The frequent 2-sequences.

Frequent 2-sequenceInformation position

〈text mining〉 (1 , 2) (2 , 2) (4 , 2)
〈text for〉 (1 , 4) (2 , 3) (3 , 2) (4 , 3)

〈text analysis〉 (2 , 4) (3 , 3) (4 , 4)
〈mining for〉 (1 , 4) (2 , 3) (4 , 3)

〈mining analysis〉 (2 , 4) (4 , 4)
〈for analysis〉 (2 , 4) (3 , 3) ( 4 , 4)

Step 3: Generation of the frequent sequences of length greater than 2
We use the frequent 2-sequences to generate frequent sequences of length greater
than two. The matching is based on the sequence-extension principle as shown in
Algorithm 2.

For instance, the frequent 3-sequence〈text mining for〉 can be generated
by extending〈text mining〉 with the 2-sequence〈mining for〉 (cf. Table 4).

Thus, longer frequent sequences are iteratively derived starting from the fre-
quent 2-sequences. For our running example, only one 4-sequence is found, which
is 〈text mining for analysis〉.

Step 4: Pruning stepWe only retainfrequent closed sequencessince we look
for compact set of term sequences by pruning redundant ones.Our pruning pro-
cedure is based on the backward super-sequence condition (cf. Proposition 1)
which is tested on each candidatek-frequent sequence. Hence, if a sequence
S(k+n) is a backward super-sequence of another sequenceSk, i.e., they have
the same support, then this latter is pruned from the setFCS. For example, the
frequent 3-sequence〈mining for analysis〉 is a backward super-sequence of
the 2-sequence〈for analysis〉. Therefore, the sequence〈for analysis〉 is dis-
carded from the setFCS.

4.2 Inter-lingual association rules based on frequent closed sequences

In what follows, we describe the way to derive fromFCS the inter-lingual asso-
ciation rules, named ILAR-n-to-m, for phrase-based machine translation.

While considering frequent closed sequences setsSfr andSen, an ILAR is
an implication of the form:R : Sfr ⇒ Sen such thatSfr and Sen are two
frequent closed sequences of terms of lengthsn andm, respectively. In machine
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translation, this means that the English sequenceSen is a potential translation of
the French sequenceSfr. Note that, we keep the same definitions for the support
and the confidence of an ILAR as given in Equation (6).

In order to use inter-lingual association rules in statistical machine transla-
tion, we need to assign to each ruleR : Sfr ⇒ Sen a probability computed as
follows:

∀ Sf ∈ Sfr
, Sej

∈ Sen
, P (Sej

|Sf ) =
Conf(Sf ⇒ Sej

)
�

i∈[1...n]

Conf(Sf =⇒ Sei
)

(7)

We present in the next section the experimental evaluation of the two ap-
proaches described above in the context of phrase-based machine translation.

5 EXPERIMENTAL STUDY

All experiments are carried out on a part of the proceedings of the European
Parliament EUROPARL [16]. The proposed models have been tested in a whole
translation decoding system by using PHARAO decoder [4] and then compared
to the performance of state-of-the-art both for word and phrase-based machine
translation [17]. We use the BLEU (BiLingual Evaluation Understudy) score [18]
for evaluation.

5.1 Material

We used a French-English parallel corpus of 596831 sentencepairs. Table 5 gives
more details about the used parallel corpus EUROPARL.

Table 5.Quantitative description of the used corpus.

French English
Train Sentences 596K

Words 17.3M 15.8M

Singletons 26.6K 22.2K

Vocabulary 77.5K 60.3K

DevelopmentSentences 1444
Words 15.0K 14.0K

Test Sentences 500
Words 5.2K 4.9K
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EXPERIMENTAL RESULTS The direction of translation is from English to
French. Tests have been achieved on a corpus of 500 sentences. The phrase trans-
lation table of the state-of-the-art system, denoted in theremainder by Koehn-
Och, is acquired from a word-aligned parallel corpus by extracting all phrase-
pairs that are consistent with the word alignment [17].

Our method based on inter-lingual triggers retrieves from the source language
a set of 11 212 pertinent phrases which are composed of two or three words, only
8.31% of these phrases occur in the test corpus. This percentage isvery low in
order to hope to noticeably improve the results.

Table 6 illustrates performances of different systems on both development
and test corpora. On the development corpus, the use of pertinentn.m-Triggers
improved the results achieved by1.1-Triggers by13.27%. For the state-of-the-art
methods, the use of phrases increases the performance by19.90% compared to
the word-based method. On the test corpus, both methods improve the results by
respectively5% and25%. This difference may be explained by the fact that the
state-of-art method uses a translation table of more than 21millions of entries
(of one or more words) whereas ours uses only 5.2 millions (where the number
of phrases do not exceed 20 000 phrases). Consequently, our translation table
has a weak coverage of the training corpus. We should thus increase the size
of the translation table in order to get closer values to those of the state-of-art
one. By adding1.71 millions of phrases, we achieve a BLEU result of34.41.
This improvement reduces the gap between our results and thestate-of-art one to
2.74, knowing that our translation table is very small in comparison to the one
used by Koehn-Och.

Table 6.Experimental evaluation in terms of the BLEU score on the development
and the test corpora.

Inter-lingual triggers ILAR State of the art
1.1 n.m 1-to-1n-to-m IBM model 3Koehn-Och

Development31.02 35.27 19.71 32.66 29.23 35.07
Test 30.97 32.75 22.06 34.18 29.57 37.15

As illustrated in Table 6, the phrase-based MT system based on ILARs ful-
filled a BLEU score of 34.18. So, by adding pertinent frequentclosed sequences,
we achieved an improvement of more than 12 points in terms of BLEU compared
to the initial word-based MT system which only considers ILAR between single
terms (22.06). Note that, we do not restrict the length of thegenerated frequent
closed sequences, although derived sequences from EUROPARLmay reach a size
of 25 terms. We also experimentally observed that beyond a certain length (se-
quences of 14 terms), the BLEU score does not increase. This could be explained
by the fact that these sequences are very rare in the trainingcorpus,i.e.,they have
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a very low support, and their frequency in the test corpus is even lower. Therefore,
they can not improve the BLEU score.

6 TABLE TRANSLATION MIXTURE

In order to take advantage of the two original methods presented above, we de-
cided to combine their two translation tables. Because then.m-Triggers table
does not contain a great number of phrases and since1.1-Triggers achieved bet-
ter results than IBM 3 model, we decided to put in a new translation table the word
translations got from1.1-Triggers and phrases obtained by association rules,i.e.,
ILAR-n-to-m. The result is presented in Table 7. The combination (the line refer-
enced byComb) outperforms both proposed methods. This result shows thatwe
come closed to the result of Koehn-Och. We are just 1.63 belowof the standard
method. This illustrates that it is possible to retrieve pertinent phrases and their
corresponding translations without any need of alignment which constitutes the
advantage of the two original methods presented in this paper.

Table 7.Evaluation in terms of BLEU score on test corpus.

Model BLEU

Koehn-Och 37.15
ILAR-n-to-m 34.18
n.mTriggers 34.41
Comb 35.52

Moreover, Figure 1 illustrates the evolution of the number of phrases in accor-
dance to the number of words per phrase. We can see that the Koehn-Och curve
has a cubic form3 whereas ours has a decreasing power aspect4. The Koehn-Och
curve grows until 5 and decreases for longer phrases. Whereas in our method the
curve sharply decreases with the length of phrases.

Consequently, the gap between our result and the Koehn-Och one could be
explained by the fact that the influence of phrases of four andfive words would
have a real impact. While the number of sequences of 5 words inKoehn-Och
method is around 2.8 millions, in our table we got just 10500.Globally, our
method produces pertinent phrases, however this number is not sufficient to reach
the state-of-art result.

3 Koehn-Och method:y = −28953X3 + 148491X2 + 720014X − 90643
4 Our method:y = 1.36E6X−3.6
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Fig. 1. Evolution of the number of phrases inCombtable (top) and Och-Koehn
table (bottom).

7 CONCLUSION

In this paper, we proposed two new phrase-based machine translation methods.
Each of them proposes a complete translation table containing translations of
single words and phrases. The advantage of these methods is their easiness to
develop statistical machine translation and more important than that, the fact that
our methods, in contrast to what is done by the community, do not need any
alignment.

We experimented our approaches on a large part of EUROPARL English-
French language pair with a vocabulary of more than 60 000 linguistic units, and
we evaluated them by using BLEU measure. Obviously, our methods have been
compared to the pioneer ones. The results presented here arevery encouraging.
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They show that it is possible to consider the issue of statistical machine trans-
lation differently with the aim to improve the literature results. The advantage
of our methods is that the selected phrases are pertinent buttheir number is not
huge. In the future, we plan to improve our methods by making them selecting
more sequences without losing the quality of translations.
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Meta-Evaluation of Comparability Metrics  

Using Parallel Corpora 

BOGDAN BABYCH, ANTHONY HARTLEY 

University of Leeds, UK 

ABSTRACT 

Metrics for measuring the comparability of corpora or texts 

need to be developed and evaluated systematically. 

Applications based on a corpus, such as training Statistical MT 

systems in specialised narrow domains, require finding a 

reasonable balance between the size of the corpus and its 

consistency, with controlled and benchmarked levels of 

comparability for any newly added sections. In this article we 

propose a method that can meta-evaluate comparability metrics 

by calculating monolingual comparability scores separately on 

the “source” and “target” sides of parallel corpora. The range 

of scores on the source side is then correlated (using Pearson's 

r coefficient) with the range of “target” scores; the higher the 

correlation – the more reliable is the metric. The intuition is 

that a good metric should yield the same distance between 

different domains in different languages. Our method gives 

consistent results for the same metrics on different data sets, 

which indicates that it is reliable and can be used for metric 

comparison or for optimising settings of parametrised metrics.  

KEY WORDS: Comparable corpora, machine translation, 

comparability metric, evaluation, subject domain, text genre. 

1  INTRODUCTION 

In several areas of computational linguistics there is a growing interest 

in measuring the degree of 'similarity', or 'comparability', between 
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different corpora or between individual texts within these corpora. 

Interpretation of the concept of comparability varies according to the 

intended application, but many areas share the idea that it is useful to 

have an automated metric which ranks corpora, sub-corpora or 

documents according to the degree of their 'closeness' to each other. 

Typically, closeness is either measured by pre-defined formal 

parameters (such as lexical overlap) or intuitively described in terms of 

less formal linguistic categories (such as genre or subject domain). In 

the present study, formal metrics are based on combinations of 

measurable parameters that correlate with human intuitions about the 

intended linguistic categories.  

The concept of comparability is relevant both in the monolingual 

context (as similarity between corpora/texts written in the same 

language) and in the cross-lingual context (as similarity of corpora/texts 

in different languages). Later we give examples of the areas and 

applications where measuring corpus and text comparability is useful.  

In the monolingual context the concept of corpus comparability is 

used in computational lexicography for building translation dictionaries 

(e.g., Teubert, 1996 [1]), and in corpus linguistics for identifying 

qualitative differences between language varieties (e.g., British vs. 

American English), domains, modalities (spoken vs. written language), 

in order, for example, to determine which words are particularly 

characteristic of a corpus or text' (Kilgarriff, 2001:233 [2]; Rayson & 

Garside, 2000 [3]). Another monolingual application is automatic 

identification of domains and genres for texts on the web (e.g., Kessler 

et al., 1998 [4]; Sharoff, 2007 [5]; Vidulin et al., 2007 [6]; Kanaris & 

Stamatatos, 2009 [7]; Wu et al., 2010 [8]), with the goal of developing 

domain-sensitive and genre-enabled Information Retrieval (IR) 

methods, which can restrict search according to automatically identified 

fine-grained text types (such as blogs, forum discussions, editorials, 

analytical articles, news, user manuals, etc.).  

Cross-lingual comparable corpora are frequently used for identifying 

potential translation equivalents for words, phrases or terminological 

expressions (Rapp, 1995 [9]; Rapp 1999 [10]; Fung, 1998 [11]; Fung & 

Yee, 1998 [12]; Daille & Morin, 2005 [13]; Morin et al., 2007 [14]), or 

supporting human translators in dealing with non-trivial translation 

problems (Sharoff et al., 2006 [15]; Babych et al., 2007 [16]). 

Multilingual comparable corpora are now becoming increasingly useful 

in training translation models for Statistical Machine Translation 

(SMT): (Wu & Fung, 2005 [17]; Munteanu et al, 2004 [18]; Munteanu 

& Marcu, 2006 [19]), especially for under-resourced languages, where 
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traditional parallel resources are not available, or are very small or in 

any other way unrepresentative (Vasiljevs, 2010 [20]). There are 

several dimensions of comparability, which can be summarised as 

follows:  

(1) granularity of comparability: a measure of correspondence between 

units at different structural levels:  

− corpus-level comparability – between corpus A and corpus B as a 

whole, or comparability between individual sections (subcorpora) 

within the corpus;  

− document-level comparability – between different documents 

within or across corpora, e.g., (Lee et al, 2005 [21])  

− paragraph- and sentence-level comparability – between structural 

and communicative units within or across individual documents, 

e.g., (Li et al., 2006 [22])  

− comparability of sub-sentential units – between clauses, phrases, 

multiword expressions, lexico-grammatical constructions. 

(2) degrees of comparability: a level of closeness between two units of 

comparison on the scale ranging between close, then free translations 

(or plagiarised sections in the monolingual context), then texts about 

the same event, texts on the same topic, corpora in the same domain, 

and finally to completely unrelated corpora. In the cross-lingual context 

we can distinguish the following broad categories:  

− parallel corpora (consist of translated documents, where alignment 

at the sentence level is possible, e.g., corpora collected from 

multilingual news websites)  

− strongly comparable corpora (consist of texts describing the same 

event or subject, where alignment at the document level is still 

possible, e.g., linked Wikipedia articles in different languages, 

news stories on the same event)  

− weakly comparable corpora (consist of texts in the same domain or 

genre, but describing different events or areas; document alignment 

is usually not possible, e.g., collection of British and German laws 

on immigration policy).  

Specific applications of comparable corpora use a different 

understanding and different ways of identifying the intended degree of 

closeness between corpora or texts. However, in many cases these 

metrics use similar sets of features and similar methods of calculating 

the scores. For example, both monolingual and cross-lingual 
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comparability in terms of subject domains typically rely on lexical 

features weighted or filtered by frequency, textual salience of key terms, 

etc. Often the only difference is that in the case of cross-lingual metrics 

lexical features (words) are mapped to words in another language using 

bilingual dictionaries or Machine Translation (MT) systems, while in 

monolingual applications lexical features are matched directly. These 

similarities mean that measuring comparability increasingly becomes a 

core technological challenge in Natural Language Processing that needs 

to be developed and evaluated systematically.  

Many applications now require not just it-looks-good-to-me 

comparable corpora, but corpora with controlled and benchmarked 

levels of comparability according to certain criteria. Comparability 

metrics are used not only for reporting scores of closeness between 

corpora, but also for collecting additional texts to make a corpus bigger, 

or to filter out unwanted texts from corpora to ensure the intended level 

of comparability. From this perspective it is important to understand 

how reliable a particular metric is and to what extent it matches its 

specifications in its ability to evaluate comparability of corpora or 

individual texts. To date, we are not aware of any systematic research 

on such meta-evaluation (or calibration) of comparability metrics.  

In this paper we give an example of an application domain which 

potentially requires corpora with controlled levels of comparability. We 

propose a method that can meta-evaluate different metrics used to 

measure comparability. We show that our method gives consistent 

results for the same metrics on different data sets, which indicates that 

it is reliable and can be used for selecting a best-performing metric, or 

for finding the most efficient parameters for parametrised metrics.  

The rest of the paper is organised as follows. In Section 2 we 

describe our application area: creating a coherent selection of parallel 

texts for training domain-specific MT systems. In Section 3 

(Methodology) we describe different metrics that we use for measuring 

corpus-level comparability and our methodology for meta-evaluation of 

these metrics. Section 4 presents the results of this meta-evaluation, and 

Section 5 discusses conclusions and future work.  

2    APPLICATION OF CORPUS COMPARABILITY: SELECTING COHERENT 

PARALLEL CORPORA FOR DOMAIN-SPECIFIC MT TRAINING 

Traditionally statistical and example-based MT have relied on parallel 

corpora (collections of texts translated by human translators) to train 
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statistical translation models and automatically extract equivalents. 

However, a serious limitation of this approach is that translation quality 

is impaired where parallel resources are not available in sufficient 

volume.  

Firstly, it has been shown that on average improving translation 

quality at a constant rate requires an exponential increase in the training 

data (e.g., Och and Ney, 2003: 43) [23], i.e., if improving some MT 

evaluation score, e.g., BLEU, by one point required doubling the size 

of a training corpus, then further improvement by one additional point 

would require a corpus four times bigger than the initial size, etc. This 

dependency imposes fundamental limitations on translation quality 

even for well-resourced languages, such as English, German or French, 

where only the huge data sets used by engines like Google Translate 

produce relatively good quality (and even then, only for certain text 

types). Smaller and less resourced languages do not have the benefit of 

such data repositories, which results in a much lower MT quality.  

Secondly, training translation models and language models for SMT 

has been shown to be domain-dependent to a much greater degree than 

rule-based MT (RBMT) (Eisele, 2008: 181) [24]. If an SMT engine is 

trained on a corpus that doesn't match the domain of the translated text, 

then the quality for such out-of-domain translation becomes much 

lower. In practice this means that for more narrow subject domains and 

text types SMT cannot produce acceptable translation quality without 

domain adaptation, which needs correspondingly highly-specific 

parallel textual resources.  

For translation to and from under-resourced languages in narrow 

domains and for specific text types the two problems described above 

are combined. As a result traditional ways of building SMT engines 

with acceptable translation quality are often not possible for many 

domain / language combinations.  

There is, therefore, a need to develop a fine-grained monolingual 

domain selection and domain control mechanism for evaluating 

comparability of corpus sections that can usefully be added to any SMT 

training corpus (comparability here is measured monolingually – either 

on the source or on the target side). The methodology should allow MT 

developers to balance the size of the corpus to be built and its internal 

consistency, in terms of how newly added sections match its originally 

intended subject domain. 
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3   METHODOLOGY 

The methodology for computing the comparability of sections for an 

MT training corpus is typically based on calculating the degree of 

overlap between the two files in terms of simple word tokens, or at 

more advanced levels of linguistic annotations, such as lemmas 

(dictionary forms of words), combination of lemmas and part-of-speech 

codes, translation probabilities for each of the words, etc. There are 

several major challenges for the efficient calculations of this overlap. 

Firstly, calculated scores for comparability should be consistent with 

human intuition about closeness between the two sections, and what 

constitutes the subject domain at different levels of granularity, e.g., the 

broader domain of computer hardware vs. a more narrow domain of 

network technologies, documentation for different types of network 

cards, etc. This is required if user needs for finer- or coarser-grained 

domains are to be adequately addressed for most types of projects.  

Secondly, for practical applications the number of calculations 

between compared sections can be very large; so the calculation 

method should be fast enough to produce the results in real time.  

Thirdly, comparison often needs to be done between sections of 

corpora file of different sizes, so the calculation method should be 

minimally affected by the size of the compared sections or texts.  

Ideally, comparison should also take into account both source and 

target parts of new additions to corpora, and evaluate not only 

monolingual distance, but also the “translation” distance (which could 

mean that the same translation equivalents are used, and that 

terminology is translated consistently across the selected uploads).  

3.1. DESCRIPTION OF CALCULATION METHOD 

The method which we use in our experiments is based on the work of 

Kilgarriff (2001) [2]. This method was initially developed for the 

purposes of linguistic analysis, i.e., to find words which that are 

substantially different in two corpora, e.g., a corpus of spoken vs. a 

corpus of written English. But one of the side-effects of this method is 

that it can produce a single numeric value that shows the 'distance' 

between the two compared monolingual corpora.  

So in our work we focus not on identifying individual words which 

are used differently in different corpora, but on general quantitative 
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measures of comparability between them. The method can be 

summarised as follows. 

For each corpus (on the source or target side) we build a frequency 

list, and take the top 500 most frequent words (which also include 

function words). 

Since corpora can be of different sizes, we use relative frequency 

(the absolute frequency, i.e., the number of times each word is found, 

divided by the total number of words in the corpus).  

We compare corpora pairwise using a standard Chi-Square distance 

measure:  

. 

3.2. SYMMETRIC VS. ASYMMETRIC CALCULATION OF DISTANCE  

The challenge for this method is that some words which are in the 

top-500 list for CorpusA may be missing from top-500 in CorpusB and 

vice versa. If the algorithm encounters the missing word, then it just 

adds its relative frequency to the value of the Chi-Square distance.  

Obviously, exactly the same number of words is missing from the 

top-500 in CorpusA and in CorpusB. However, the sum of relative 

frequencies for these words can be different, e.g., it is possible that on 

average more frequent words will be missing from CorpusA, and less 

frequent from CorpusB.  

Therefore, if we compute the Chi-Square distance from CorpusA to 

CorpusB, and then from CorpusB to CorpusA, we will get different 

values, which shows that the term 'distance' (used in an everyday sense) 

is not exactly right for describing the values: our calculation method is 

asymmetric.  

Instead, Kilgarriff (2001) [2] uses a symmetric calculation: he takes 

into account only words which are common in both corpora, and goes 

down the frequency lists as far as it is needed to collect the 500 most 

frequent common words. This method always returns the same values 

of distance for any direction. However, the symmetric approach has its 

drawbacks: missing words do not contribute to the score directly (only 

by virtue of occupying 'someone else's place'); also it is harder to select 

the initial list for comparison: in the worst case scenario it is necessary 

to start with top 1000 words for each of the corpora, and then to remove 

mismatches. It may take slightly longer to do these calculations, and in 
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real time this may result in unnecessary delays and increased waiting 

time for users.  

In our approach we make two independent asymmetric calculations 

in both directions: CorpusA → CorpusB and CorpusB → CorpusA, and 

get two Chi-Square scores.  

However, now is not obvious what is the best way to combine these 

two scores into a single measure of distances between the corpora: one 

method would be to take the Average of the distances; another method 

is to take the Minimum distance as the value.  

We experimentally compare these two possibilities in later sections, 

and show that the minimum of the two Chi-Square scores computed for 

the two directions gives better and more meaningful results.  

3.3. CALIBRATING THE DISTANCE METRIC 

We used corpora available from TAUS (Translation Automation User 

Society) in its TDA (TAUS Data Association) repository. Corpora 

there were initially annotated by data providers in terms of 'subject 

domains', which are identified manually at the upload stage. The idea is 

that the metric should be able to simulate identification of these 

domains automatically.  

We calculated the distance between different sections of TDA 

repository – individual uploads and collections of uploads grouped by 

the same data provider and domain. In order to tell whether the metric 

intuitively makes sense, we checked whether there is an agreement 

between the resulting values and the labels provided by the TDA 

members.  

In our experiment we focussed on the English (US and UK) – 

French (France) language pair. We selected the set of uploads in a way 

which covered different combinations of domains and data providers: 

some corpora are labelled as belonging to different domain, but were 

produced by the same company. Some were produced by different 

companies but were labelled with the same domain tag.  

These labels were used as a benchmark for judging the quality of the 

lexical comparability metric. We aimed at giving the smallest distance 

score to corpora within the same subject domain.  

The results of measuring comparability between sections of the 

corpus given by different data providers are presented in Figure 1. 

Different shades of grey visualise different ranges of distances: the 

closer the distance, the darker the colour.  
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Fig. 1. Chi-Square distances between different data providers (labels indicate 

domain and owner, e.g., compSoftG is the label 'computer software' produced 

by the company G) 

It can be seen from Figure 1 that the metric reliably identifies the 

following:  

(1) all corpora within the 'computer hardware' domain are reliably 

grouped together, and distinguished from other domains;  

(2) some of the corpora which were produced by the same 

companies 'D' and 'K' were reliably grouped together, even though the 

corpora had received different human labels: company D - 'consumer 

electronics' and 'professional business services'; company K - 'computer 

software' and 'professional business services'. These instances can be 

explained by inconsistency in assigning labels to corpora which 

essentially represented the same domain.  

(3) different domains which are intuitively close to each other were 

also grouped together: 'computer hardware' and 'consumer electronics', 

and then at some distance – several corpora on computer software.  

However, there are several problems with the presented distances and 

grouping:  

(1) the 'computer software' and 'legal' domains are not coherently 

grouped. A possible reason is a greater variety of sub-domains within 

the 'computer software' domain (it may describe more 'products', and 

have more diverse lexical profiles); 

(2) the ‘pharmaceutical and biotechnology' and ‘financial' domains 

are not sufficiently distinct from the ‘software' and ‘hardware' domains.  

Still these problems can be attributed to inconsistencies in human 
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labelling, as well as to shortcomings of the metric itself. Symbolic 

labels are speculative in their nature, and do not capture the inner 

structure or diversity of the domain; at present human annotation offers 

no way of dealing with mislabelled data. 

4.  VALIDATION OF THE SCORES: CROSS-LANGUAGE AGREEMENT 

FOR SOURCE VS. TARGET SIDES OF TMX FILES 

We validate our choice of metric by comparing different versions of 

Kilgarriff's metric for computing the distance between corpora. As we 

indicated, there are two possibilities for combining asymmetric 

Chi-Square distances: we can either take the average of the two 

different values, or go for the minimum of the two values.  

Sections of corpora in the TDA repository are uploaded in TMX 

(Translation  Memory Exchange) format, which is an XML file with 

sentence-or segment-aligned parallel corpora.  

The idea for comparison is the following: we use each of the 

possibilities on the source side and on the target side of the same TMX 

files and then compare how the scores “agree” with each other. The 

agreement can be measured by standard statistical method for 

calculating correlation, like Pearson's r correlation coefficient: if there 

is a good agreement, r is closer to 1 or to -1; if there is no agreement r 

is closer to 0.  

To get more data points for more reliable calculation of correlation 

we further split sections of the corpora presented in Figure 1 into 

individual uploads, e.g. for Hardware Company A we had 5 individual 

TMX files. Distances were computed at this finer granularity between 

all individual uploads.  

If one of the compared metrics produces a higher correlation, then it 

means that the results obtained on the source side are more consistent 

with the results obtained on the target side, and the metric is more 

meaningful. Essentially, we know from the start that the two texts came 

from the same TMX, but the metric doesn't have that information. The 

better it can figure this out, the more reliable it is.  

Table 1 compares the r correlation figures for individual uploads. It 

can be seeing from the table that the minimum distance has the best 

correlation between source and target sides of TMX: r=0.85, and can be 

viewed as a more reliable metric compared to the average distance or 

the third score we computed, the one-direction distance.  
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Table 1. Pearson's r correlation for distances computed for English vs French 

Metric r-correlation 

Minimum distance 0.85 

Average distance 0.67 

One-direction distance (A → B and B → A) 0.61 

 

         

Fig. 2. Minimum Chi-Square distance (x = En; y = Fr) 

 

Fig. 3. Average Chi-Square distance (x = En; y = Fr) 
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Figures 2 and 3 further illustrate this difference: they compare the 

correspondence between the TMX distances for source text (horizontal 

axis) vs. distances for target texts for the same uploads (and illustrate 

the correlation figures presented above. Figure 2 indicates the distances 

in terms of minimum chi-square scores for TMX-A → TMX-B vs. 

TMX-B → TMX-A. Figure 3 indicates average chi-square scores for 

the same pairs of distances.  

It can be seen that the minimum distances have a much better 

correlation between source and target, so they more reliably indicate 

whether the texts are indeed closer to each other.  

This method offers a way to evaluate different comparability scores: 

the more the source and target agree with each other, the better the 

quality of the matching scores is. This evaluation method is based on 

the assumption that if the texts are close in terms of the source side, the 

scores should also show that they are close in terms of the target side.  

However, there is a question of how to interpret divergences of the 

dots from the diagonal line. One explanation is that the quality of the 

matching scores is not so good. But another explanation suggests that 

some inconsistent translation equivalents are used across the upload in 

the target, so even if the documents are genuinely close on the source 

side, they become divergent on the target side. These issues require a 

more careful look into the compared data.  

To verify that our meta-evaluation method provides consistent 

results for different sizes of evaluated corpus we repeated the 

experiment for the same language pair, but now we used the original 

joined TMX files, where all uploads are grouped together for the same 

data provider. Figure 3 shows an agreement for minimum chi-square 

scores for TMX-A → TMX-B vs. TMX-B → TMX-A. Correlation 

coefficients for this setting are presented in Table 2.  

The highest correlation is again found between minimum scores 

across the two directions, which confirms our choice of this metric as 

the most reliable. 

Table 2. Pearson's r correlation for English vs French on larger corpus sections 

Metric r-correlation 

Minimum distance 0.88 

One-direction distance (A → B) 0.72 

One-direction distance (B → A) 0.86 
 

These results shows that data with a different number of data points 
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obtained on sections of different sizes point to the same metric as the 

best one, which indicates that our proposed method is internally 

coherent.  

5. DISCUSSION AND FUTURE WORK 

We have proposed a method for meta-evaluation of comparability 

metrics using correlation between source and target sides of parallel 

corpora. We used a collection of parallel corpora available from the 

TDA repository. Comparability metrics need to be calibrated on a 

diverse parallel corpus that includes sections with several distinct and 

annotated subject domains, genres, etc. However, after successful 

calibration such comparability metrics can be further used to collect 

monolingual and bilingual comparable corpora, without the need to 

have expensive parallel resources. Pearson's r coefficient, which we 

calculate during calibration, gives an indication of how reliable the 

metric is and how much noise might occur in the data.  

The metric which was found to perform best in our experiment 

(minimum Chi-Square distance between the compared top-500 words 

of frequency lists) has relatively high agreement for data generated on 

the source and target sides of TMX files (r=0.85), which indicates the 

upper limit of the metric's reliability.  

However, applicability of the proposed meta-evaluation method is 

limited by the accuracy and completeness of translations in the parallel 

corpus used for calibration: gaps or excessively free translation can 

result in shifts in feature patterns, so distances between different 

domains calculated on source and target texts can become greater. 

Another potential limitation of the method is its reliance solely on those 

formal parameters which can be computed in a language-independent 

way, and do not vary substantially across languages. Language-specific 

differences, e.g., variations in type-token ratio (due to different 

morphological structure of languages) can potentially lead to 

differences in feature patterns and, as a result, lower correlation figures. 

In future work we will investigate to what extent our method is 

limited by the quality of the translated parallel corpora and by 

language-specific features – by measuring the comparability of real 

corpora. We will also explore ways to externally validate the proposed 

method.  
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2 Universidad Polit́ecnica de Valencia, Spain

ABSTRACT

The Penn Treebank corpus is a commonly used corpus in the
Computational Linguistics community. This corpus is manually
annotated with lexical and syntactical information. It has been
extensively used for Language Modeling, Probabilistic Parsing,
PoS Tagging, etc. In recent years, with the increasing use of Syn-
tactic Machine Translation approaches, the Penn Treebank cor-
pus has also been used for extracting monolingual linguistic in-
formation for further use in these Machine Translation systems.
Therefore, the availability of this corpus adequately translated to
other languages can be considered an challenging problem. The
correct translation of the Penn Treebank corpus by using Machine
Translation techniques and then amending the errors in a post-
editing phase can require a large human effort. Since there is not
parallel text for this dataset, the translation of this corpus can be
considered as a translation problem in the absence of in-domain
training data. Adaptation techniques have been previously con-
sidered in order to tackle this problem. In this work, we explore
the translation of this corpus by using Interactive-Predictive Ma-
chine Translation techniques, that has proved to be very efficient
in reducing the human effort that is needed to obtain the correct
translation.

1 INTRODUCTION

The Penn Treebank corpus [1] is a very used corpus in many applications
of Computational Linguistic. This corpus consists of approximately fifty
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thousand sentences that were manually annotated with lexical informa-
tion and syntactical information. This corpus has been used for many
task related to Language Modeling [2–4], Probabilistic Parsing [5–8],
PoS Tagging [9, 10], etc. One important advantage of this corpus is that
its annotated information allows machine learning techniques to obtain
very accurate and profitable linguistic information. Examples of these
machine learning techniques are Maximum Entropy [10, 5], Probabilis-
tic Estimation [4, 11] and Grammar Learning [2, 8]. Since this corpus is
manually annotated and reviewed by human experts, it allows a reliable
comparison with the gold annotation.

In the last years, syntax has become important for Machine Transla-
tion (MT) [12–15]. Some of these works are based on the availability of
syntactically annotated corpus [13, 14, 16]. Most of these works use the
Penn Treebank corpus for learning a syntactical model and then the Syn-
tactic MT system is used in another task different from the Penn Treebank
corpus. Therefore, a very interesting step forward in Syntactic MT would
be to have the Penn Treebank correctly translated and apply Syntactic MT
techniques to this translated corpus. In addition, another very challenging
problem would be to use a parallel treebank to study new approaches of
Syntactic MT.

The manual translation of the Penn Treebank corpus can be a very
tedious and expensive task, and therefore it seems appropriate to carry
out this task by using a MT system. The MT system can provide ini-
tial translations of the sentences, and a human could then review the full
translation. This conventional post-editing review process for obtaining
a high quality translation can be also expensive and tedious. In addition,
it should be taken into account that there is not parallel text for the Penn
Treebank corpus and the translation systems should be trained with out-
of-domain data. Therefore, the translation quality of the output of the
MT system could be low. Adaptation techniques for translating the Penn
Treebank corpus were considered in [17] to alleviate this problem, but
the final obtained results showed that a lot of errors were yet present in
the final translations, and a lot of effort should be carried out to obtain
correct high-quality translated sentences.

Therefore in this work we studied Interactive-Predictive MT (IPMT)
techniques [18] for translating the Penn Treebank corpus. In IPMT, the
human translator and the MT system work together in order to obtain
correct high-quality translations. The human translator provides feedback
to the MT translation and the system takes into account this feedback in
order to constrain the search space and to avoid further errors. IPMT was
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proven to be very effective for MT translation in [19] for in-domain tasks.
But some tasks require to translate texts for which parallel text is not
available. In such situation, the IPMT system starts with out-of-domain
training data. However, [19] did not explore IPMT in the translation of
an out-of-domain task. In this work we explored IPMT for translating the
Penn Treebank corpus in which the initial system is trained with out-of-
domain data.

2 INTERACTIVE-PREDICTIVE MACHINE TRANSLATION

Statistical MT has evolved rapidly in the last years, specially after the ap-
pearing the seminal papers of [20, 21]. Those MT systems were mainly
based on words as basic unit translation. Currently, the state-of-the-art
statistical MT systems use phrases as basic translation units [22, 23],
although in recent years the syntax-based approach has provided very
promising results [15].

In statistical MT, the problem can be stated as:

ŷ = arg max
y

Pr(y|x) = arg max
y

Pr(x|y) Pr(y), (1)

wherex is a given input source sentence,Pr(y) is the language model
probability andPr(x|y) is the translation model probability. The maxi-
mization is carried out over all possible output target sentences according
to the language model. Expression (1) has been also stated in a different
way by considering alog linearmodel [22]. In (1), both statistical models
Pr(y) andPr(x|y) are usually trained on a very large training corpus.

For tasks in which both the training data and the test data are in the
same domain, statistical MT systems that are based on the previously
mentioned approaches are able to provide good translations results if the
two languages share common structure and enough training data is avail-
able . The output sentences provided by the systems allow the user to
understand the source sentence. However, the output sentence usually
contains a lot of errors. If error-free translated sentences are required,
then a human translator should review and correct the errors in a post-
editing process. Interactive-Predictive MT (IPMT) intends to reduce the
human effort that is needed to carry out this correction process.

In IPMT, the system and the user participate in a tight way in order to
obtain the correct translation of an input sentence. First, the system pro-
vides an initial translation of the input sentence. Then, the user amends
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the first detected erroneous word. This action implicitly involves to ac-
cept as correct a given prefix of the output sentence. This loop continues
until the translation that the user has in mind is obtained. Every time
the user provides a correction, the system incorporate the correction in-
troduced by the user to the translation system in order to constrain the
search space and to avoid further errors [18]. Next time that the system
provides a new translation, it takes into account the correct prefix. In this
way expression (1) is modified as follows:

ŷs = arg max
ys

Pr(ys|x,yp), (2)

whereyp andys are, respectively, the prefix and the suffix of the tar-
get sentence, andyp includes the feedback provided by the user. Note
that if y = ypys, the expression (1) and expression (2) are similar. This
time, the search is carried out over the set of suffixesys that completeyp.
Clearly, the feedback informationyp provided by the user is the opportu-
nity to get betterys. The search process in the IPMT approach is carried
out over a word graph. This word graph is obtained automatically after
the system proposes the first hypothesis.

Figure 1 illustrates an example of how the IPMT system interacts with
the human in a editing activity. In each iteration Iter-i the system uses a
validated prefixyp that it completes with a suffixys to compose the best
hypothesiŝy of the following iteration. In the following iteration the user
validates implicitly a new prefixyp by typing an incorrect wordw, and
again the system suggests a suitable continuationys for the following it-
eration. This process is repeated until a complete translation of the source
sentence is reached. In the final translation, the 3 words typed by the user
are underlined. In this example the estimated post-editing effort would
be 13/23 (57%), produced by the errors: insert“de” , remove“juntar á el
tablero”, insert“se unirá a la junta”, remove“29” , and insert“el 29
de”. The corresponding interactive estimate is 3/23 (13%). This results
in an estimated user effort reduction of 77%.

In the example that we have showed above the user corrects an error
every time by typing a new correct word. If the new composed prefix that
includes the typed word is not in the word graph, then the most probable
path is computed by using an error-correcting algorithm. In [19], other
ways of amending errors were studied. They proposed to use Mouse Ac-
tions (MA) as an additional feedback in order to obtain the correct trans-
lation. These MA could be of two ways: non-explicit positioning MA
and interaction-explicit MA. Innon-explicit positioning MA, when the
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á
el

ta
bl

er
o

co
m

o
di

re
ct

or
no

ej
ec

ut
iv

o
no

vi
em

br
e

29
.

y
p

P
ie

rr
e

V
in

ke
n

,d
e

61
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ãno
s

de
ed

ad
,s

e
un

irá
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Fig. 1. Simulated example of IPMT interaction to translate the sentence of the
Penn Treebank“Pierre Vinken , 61 years old , will join the board as a nonexecu-
tive director Nov. 29 .”.
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user positions the cursor in the place where he wants to type a new word,
he is implicitly indicating that the word after the cursor is incorrect. Then,
the search engine can start to look for a new suffix in which the first word
is different from the current word after the cursor. Ininteraction-explicit
MA, the user asks for a new suffix each time he presses the mouse. Each
new suffix has to start with a word different from initial words that have
appeared in previous rejected suffixes. This is formalized as follows:

ŷs = arg max
ys:ys1 6=y

(i)
s1 ∀i∈{1..n}

Pr(ys|x,yp,y(1)
s ,y(2)

s , . . . ,y(n)
s ), (3)

wherey(i)
s1 is the first word of thei-th suffix discarded andy(1)

s , y(2)
s ,

. . ., y(n)
s are then suffixes discarded. Note that in some sense thenon-

explicit positioning MAapproach is included in theinteraction-explicit
MA approach.

In the following section we present experiments in which we use an
IPMT framework for the translation of the Penn Treebank corpus.

3 EXPERIMENTS

In this section we describe the experiments that we carried out to translate
the Penn Treebank using an IPMT system with the interaction-explicit
MA approach previously described.

3.1 Datasets

The Penn Treebank corpus is an annotated corpus that has approximately
49, 000 sentences. From this corpus, we used1, 141 sentences from sec-
tion 23 for the experiments, since this section is usually used for testing.
These sentences were manually translated to Spanish by human experts
without the help of any MT system:500 of them were obtained from [17],
and the other641 were obtained from [24]3. The source sentences of both
datasets did not overlap each other. The500 translated sentences from
[17] were reviewed by two native Spanish speakers. The641 sentences
from [24] were translated by other human experts different from [17].
We called the1, 141 sentences dataset Small Parallel Penn Treebank set
(SPPT), we called SPPT-R the dataset from [17], and we called SPPT-M

3 This translated corpus is available athttp://www.dsic.upv.es/
∼jandreu/SPTB.tgz
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the dataset from [24]. Note that the SPPT dataset was the union of the
SPPT-R and SPPT-M datasets. We distinguished between SPPT-M and
SPPT-R because they were translated in different places and in different
contexts, and we wanted to check if there were notably differences in
the translation experiments due to these differences. Table 1 presents the
main characteristics of these datasets.

Table 1.Characteristics of the SPPT-R, SPPT-M, and SPPT datasets.

SPPT-R SPPT-M SPPT
Total of English Spanish English Spanish English Spanish
Sentences 500 500 641 641 1,141 1,141
Running Words 12,172 13,175 15,133 16,847 27,305 30,022
Vocabulary 2,613 2,946 3,613 4,120 4,918 5,862

Since there is no in-domain parallel data to train a system for trans-
lating the Penn Treebank, we had to use an out-of-domain parallel text.
We used the second version of theEuroparl bilingual corpus [25]. This
corpus was used for training a phrase-based translation model. For these
experiments we used only the sentences that had less than or equal to40
words. The main characteristics of this training set can be seen in Ta-
ble 2. All the experiments were carried out with uncapitalized text and
appropriately tokenized.

Table 2.Characteristics ofEuroparlcorpus.

Total of English Spanish
Sentences 730,740 730,740
Running Words 15,242,854 15,702,800
Vocabulary 64,076 102,821

3.2 Assessment Metrics

For assessment, we used some of the metrics defined and used in [18,
19]. The quality of the interactive translation is given by the Word Stroke
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Ratio (WSR) defined as the number word-strokes that a user would need
to perform in order to obtain the reference translation divided by the total
number of words in the reference sentence. Note that a word-stroke is
considered as a single action. We expect that the number of word strokes
that are necessary to obtain the correct translation decreases in the IPMT
system as the prediction changes their predictions and provides more ac-
curate suffixes. Note that the same metric can be used for a non IPMT,
and in such case it is similar to the usual Word Error Rate (WER) metric.
For this reason we used this metric also for the post-editing experiments.

Another metric that we used was the Word Click Ratio (WCR) de-
fined as the number of mouse actions per word that the user had to per-
form before accepting a new prediction with respect to using exclusively
the keyboard in IPMT system.

The also measured the Effort Reduced (ER) as the relative difference
between two evaluations in WSR.

3.3 Results

For the IPMT experiments, first of all, an English-Spanish phrase-based
MT system was built. This was carried out by means of the public soft-
ware THOT4, GIZA++5, and SRILM6. THOT and GIZA++ were used for
training the translation model (Pr(x|y) in expression (1)), and SRILM
was used for obtaining a 5-gram language model (Pr(y) in expression (1)).
A multi-stack decoder [26] was used to generated the word graphs and
the hypotheses. Note that no process was carried out in order to adjust the
parameter of the log-lineal model, because in such case we should leave
some data for development and the dataset was not very large.

Experiments were carried out with the three datasets previously de-
scribed, that is, the SPPT, SPPT-R, and SPPT-M datasets. In all the ex-
periments we computed the WSR, WCR and ER metrics. Table 3 shows
the obtained results. We compared two scenarios: first scenario corre-
sponds to a classical post-editing scenario (column Post-edit in Table 3).
Second scenario corresponds to an IPMT scenario in which the user car-
ries out just a single MA (column IPMT in Table 3). Column ER shows
an estimation of the percentage of ER achieved by using the IPMT sce-
nario with respect to post-editing scenario. It is important to note that the

4 http://sourceforge.net/projects/thot/
5 http://www-i6.informatik.rwth-aachen.de/Colleagues/

och/software/GIZA++.html
6 http://www-speech.sri.com/projects/srilm/



TRANSLATING THE PENN TREEBANK 233

percentage of ER increased for the three datasets. Note also that the re-
sults in the post-editing scenario reflect some lexical differences between
SPPT-R and SPPT-M. Values in column Post-edit reflects that the ini-
tial hypothesis provided by the system had a lot of error, but it must be
taken into account that the models were trained on out-of-domain data.
Europarl is a dataset related to speech transcription of the European par-
liament. However, Section 23 of Penn Treebank contains a lot of stock
market jargon and proper nouns, ant therefore a lot of out-of-vocabulary
words.

Table 3. Obtained results (in percentage) with the SPPT, SPPT-R, and SPPT-M
datasets using conventional post-editing against IPMT with a single MA.

Post-edit IPMT
Dataset WER WSR ER
SPPT-R 70.3 61.2 13.1
SPPT-M 74.3 65.5 11.8

SPPT 72.5 63.6 12.3

It is important to remark that in these experiments we obtained slightly
better results than those reported in [19] for an analogous experiment.
Thus, Figure 4 in [19], reported ER reduction with just one click of about
10% when translating from Spanish to English but starting from 60%,
7% from German to English starting from 70% of WER, and 10% when
translating from French to English starting from 60% of WER. No exper-
iment was reported in [19] from English to Spanish.

Figure 2 shows the WSR, WCR and ER for only the SPPT dataset as
a function of the maximal number of MA allowed per incorrect word by
the user before writing the correct word. We omitted the other datasets be-
cause the results were very similar. Point 0 in the WSR plot corresponds
approximately to the conventional post-editing scenario, and coincides
with row SPPT in column Post-edit of Table 3; point 1 coincides with
IPMT column of the same row.

The difference between point 0 and point 1 in ER plot corresponds
to the percentage12.3 in Table 3. Note that the WSR decreased notably
with just four MA. This reduction is along the line of the results reported
in [19], or slightly better. WCR plot shows that for the number of aver-
age MA per word kept almost constant as the number of maximum MA
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Fig. 2.WSR (top left), ER (top right) and WCR (bottom left) as a function of the
maximal clicks of MA allowed by the user before write a new word.

allowed increased. Thus, for just 1 MA the quotient between WCR and
max. MA was 0.52 (0.52/1.0), and for 4 MA this value was 0.54 (2.18/4).

A good trade-off is obtained when the maximum number of clicks is
around 2 clicks, because a significant amount of effort is saved with a
low number of extra clicks per word. These results showed that an ad-
equate number of clicks to improve efficiency and reduce post-editing
effort properly is a maximum of 2 or even 3 MA.

4 CONCLUSIONS

In this work we studied the use of IPMT for translating the Penn Tree-
bank corpus. We followed the IPMT approach explored in [19] in which
MA were considered as an input modality. We explored those ideas for a
task in which there is not in-domain training data, and therefore out-of-
domain training data had to be used. We proved that this input modality
was informative enough in order to the obtain large human effort reduc-
tion even in this context. As a final comment, we can conclude that the
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IPMT framework is a realistic approach to obtain high-quality transla-
tions in absence of in-domain training data.

Note that IPMT is stated for an scenario in which an expert translator
collaborates on-line with a MT system in order to provide high quality
translations. The user translates a sentence each time. Therefore, for fu-
ture work we intend to explore learning techniques that make easier the
use of the IPMT framework in order to deal with the translation of the
Penn Treebank corpus. Thus, some techniques that we consider for fu-
ture include Active Learning techniques [27, 28] that would allow us to
select the sentences to be translated each time, and Online Learning tech-
niques [11, 29] that would allow the models to be learned each time a
sentence was translated.
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ABSTRACT

The quality of statistical machine translation systems depends on
the quality of the word alignments, computed during the trans-
lation model training phase. IBM generative alignment models,
despite their poor quality compared to a gold standard, perform
well in practice. In this paper, we propose an improved word
aligner based on a maximum entropy alignment combination mo-
del, which employ better feature engineering,`1 regularization,
and an enhanced search space to improve the quality of both
alignment and translation. For the Arabic-English language pair,
we are able to reduce the Alignment Error Rate by 43.4%, and
achieve≈ 1 BLEU point enhancement over the IBM model 4
symmetrized alignments. These improvement are attainable at a
lower computational cost, using only easy to estimate HMM and
IBM model 1 features. An analysis of the obtained results shows
that a good balance between several alignment characteristics
should be maintained in order to deliver good translation quality.

1 INTRODUCTION

Word alignment aims to find word-level, non-compositional translational
equivalences between two parallel sentences. In phrase-based, finding the
optimal set of phrase pairs, which represents the translation model, is NP-
hard [1]. To simplify the problem, constraints from a pre-computed word
alignment are applied to restrict the search space, from which an extrac-
tion heuristic build the phrase-table. This two-steps approach makes the
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problem of phrase pairs extraction boils down to the problem of word
alignment, for which a wide range of models have been explored in the
literature. Generative IBM models [2] are widely used in practice to con-
struct two directional, one-to-many alignments in both translation direc-
tions, that are then symmetrized, on a sentence level, during a heuristical,
post-processing step [3]. Training these models requires only a sentence-
aligned bi-text, and is performed with the EM algorithm.

For linguistically different languages such as Arabic and English, a
discriminative approach to word alignment is shown to be more effective
even with a limited amount of labeled data. Indeed, the discriminative
framework allows to model arbitrary and possibly inter-dependent as-
pects of the alignment process. In [4–6] word alignments is considered as
a classification task, in which a binary classifier predicts for each possible
assignment whether it should be included in the alignment or not. Dis-
criminative models constitute a replacement to the local symmetrization
heuristic that learns decisions in light of a global view of the data, by em-
ploying an arbitrary set of features including other models’ predictions.
Within this approach, the model extend the concept of symmetrization of
two alignments into a combination of several ones.

However, in order to obtain a competitive performance, discrimina-
tive models face two issues that prevent their outspread application in
practice. (1) The necessity to employ features based on predictions of
IBM model 4 alignments, which are computationally demanding, and
(2) technical issues (memory consumption and training/inference time)
arising when incorporating a large number of features. In this paper, we
extend the alignment combination and matrix modeling framework pre-
sented in [6] with an improved features engineering, combined with the
use of̀ 1 regularization for training the maximum entropy classifier. This
kind of regularization allows the manipulation of a large number of fea-
tures which will be selected during the training step. The resulting model
is thus more compact and achieves similar results. Moreover, an improved
search space is also investigated in order to increase the recall.

Using only easy to compute and exact models (IBM1 and HMM) as
input, we are able to improve both alignment and translation quality, over
the baselines. The improved search combined with stacking techniques
yield the best performance. Three translation tasks of different sizes were
considered to validate our findings. In order to shed some light on the na-
ture of the relation between alignment and translation, we analyze BLEU
scores in terms of alignment quality and other characteristics described
in [7].
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The rest of the paper is organized as follows. Related work is pre-
viewed in section 2 while the model with its components are presented in
section 3. Finally, experiments and results are discussed in section 4.

2 RELATED WORK

Several approaches for word alignment have been carried out recently and
can be categorized in two major streams. In the first one word alignments
is considered as a sequence labeling task, in which source words are
tagged with target positions, using either generative models like HMM
and IBM models [8] or discriminative ones like linear chain conditional
random field (CRF) [9]. This representation of the problem results in
directional, that require an additional symmetrization step to derive the
many-to-many alignments. Symmetrization heuristics [8, 3], which starts
with the intersection points of two directional alignments and progres-
sively adds points from the union to cover unaligned words, performs
well in practice. Even better performance can be achieved by tightly in-
tegrating symmetrization and model training [10].

The other stream aims to model the alignment matrix directly and
produce many-to-many alignments, either employing generative models
[11–14] or discriminative ones [15–18]. In the later, methods attempt to
reach a good balance between the expressivity of the model and its com-
plexity, in terms of tractability and the possibility of performing exact
inference and learning. In [19], an alignment between two sentences is
evaluated with a global score using a non-decomposable discriminative
scoring function. This model resorts to a beam search since no restriction
on the form of the resulting alignments is considered and the search space
is intractable. In [20], tractability is achieved by casting the word align-
ment task as a maximum weighted matching problem, at the price of con-
straining possible alignments to one-to-one matchings and making local
decisions with no global interactions. These limitations are fixed in [21],
by modeling alignment as a quadratic assignment problem which is NP-
hard in general. Word alignment is also casted as a structured classifica-
tion problem, in which a decision must be made to activate (or disactivate)
each cell of the alignment matrix, admitting some dependency structure
between decisions. In [18] a CRF with a complex structure is used to pre-
dict the alignment, with approximate inference and a complicated two-
step training. In [4] an independence assumption helps simplifying the
problem while sacrificing the ability to model interactions between deci-
sions. A middle ground solution is proposed in [6], where exact learning



242 N. TOMEH, A. ALLAUZEN, T. LAVERGNE, AND F. YVON

and inference is insured within the maximum entropy framework, while
interactions are modeled by an additional stacked classification layer. Our
work falls in this framework with improved feature engineering,`1 regu-
larization for ME training, and enhanced search space.

3 WORD ALIGNMENT AS A STRUCTUREDPREDICTION PROBLEM

Following [6] we represent the task of word alignment as a structured
classification one, where we aim to predict the alignment matrix using a
maximum entropy classifier. We discuss the impact of the search space
and regularization on obtained alignments.

3.1 Maximum Entropy Classifier for Word Alignment

Let fI
1 = f1, f2, . . . , fI andeJ

1 = e1,e2, . . . ,eJ be a source and a target sen-
tence, respectively. The task of word alignment is to find a a mapping
between subsets off and subsets ofe (a many-to-many correspondence
between words off and words ofe).

Alignment information between both sentences are represented by an
alignment matrixA = {l i, j : 1≤ i ≤ I ,1≤ j ≤ J}, in which a particular
link l i, j is considered to beactive if the source wordfi is aligned to the
target wordej , andinactiveotherwise. Thus, word alignment can be seen
as a structured binary classification task. We employ a maximum entropy
(ME) classifier to estimate the probability of a link ofA:

p(y|x) =
1

Z(x)
exp

(
K

∑
k=1

λk fk (y,x)

)
,

wherex denotes the observation,Z(x) is a normalization constant,( fk)K
k=1

defines a set of feature functions, and(λk)K
k=1 the associated set of weights.

In order to incorporate structure and dependencies into the ME model,
without sacrificing efficiency, we use astacked generalizationmethod [22]
which has been successfully applied to NLP problems [23], including
word alignment [6].

In stacked learning, all labels are jointly predicted in two-steps, using
two classifiers. Thesecond-levelclassifier is trained using dataextended
with the predictions of thefirst-levelclassifier, which characterizes the
dependency between labels. The task of word alignment implements this
concept using a first pass aligner and uses its prediction as features to
train the second pass aligner.
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A K-fold selection process is employed to build training data for the
global classifier [6].

During inference, the model assigns a probability to each proposed
alignment link. The final output matrix consists of active links whose
probability exceeds a thresholdp (optimized on a development set using
a grid search). This parameter is used to control the density of the result-
ing alignment and therefore the balance between its precision and recall.
It also helps marginalizing the impact of the class-imbalance problem
described below.

IMBALANCED DATASET Since the alignment matrix is typically sparse,
with a majority of inactive links, the classification task we consider is
imbalanced due to bias in training data acquisition. Whenever a class is
over-represented its a priori probability to be chosen is higher than that
of under-represented classes. Hence, attention should be payed to avoid
learning a biased classifier with high tendency toward labeling all links
as inactive. In previous work, the union of all input alignments is used to
prune the search space and induce a more balanced dataset by reducing
the number of links to be predicted to a subset of the alignment matrix:
only points that have been proposed by at least one input alignment are
labeled by the classifier, the others are assumed to beinactive. This re-
duction of the search space implies an upper bound on the recall by ex-
cluding a lot of plausible links, which become unreachable by the model.
Since the ME classifier performs well precision-wise [6], the recall upper
bound becomes a bottleneck.

ENHANCED ALIGNMENT SEARCH SPACE To push up the upper bound
on recall, we exploit the observation that good candidate alignment points
neighbor other good alignment points. Then the search space can be ex-
tended with additional links residing in a window of a fixed size, neigh-
boring links proposed by input alignments. A down side for this heuristic
is the increased number of negative examples, which shifts away training
data from balance point. Possible solutions include random sub-sampling
of the training data, and adjusting the selection threshold to neutralize the
a priori probability assigned to over-representedinactiveclass.

TRAINING AND REGULARIZATION . The model is trained to optimize
the regularized log-likelihood of the parameters. The most common reg-
ularization used in literature is the Gaussian prior (`2 penalty) which re-
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duces overfitting and thus improve performance on most tasks. An alter-
native is to use a Laplacian prior (or`1 penalty). Such regularizer allows
an efficient feature selection and yields sparse parameter vectors [24].
The regularization hyper-parameter aims to balance the pruning effect on
the trained model.

To optimize the regularized log-likelihood, we use a second order
quasi-Newton method. This kind of method requires a fully derivable
function to optimize, which is not the case at zero for the`1 penalty.
To overcome this problem, we use an adaptation of the classicalL-BFGS,
calledOWL-QN, proposed in [25].

In addition to thè 1 regularization term, a small`2 term is also added
to overtake numerical problems that can results from using the second
order method, leading to the so calledelastic-netpenalty [26]. Benefits
of theelastic-netregularization are two-fold. It enables efficient features
selection, without any loss in resulting model’s quality. Moreover, the ob-
tained models are interpretable, allowing for features contribution analy-
sis. It should be noted that these advantages do not entail a change in the
number of model’s parameters, nor a higher computational complexity.

3.2 Features

The maximum entropy framework, along with`1-regularization allow for
a wide marge of freedom when engineering features. The ones described
in [6] are used in addition to features described here. Discretization of
continuous features is performed in a pre-processing step, using an unsu-
pervised equal frequency interval binning method. Fine-grained versions
of all feature functions are added by conditioning on current POS tags.
Learning a separate weight for each, allows the model to pay more or less
attention to features depending on the related tags.

WORD FEATURES describe the source and target words associated with
the given link. In addition to features described in [6] we include (1)Lex-
ical probability (WProb)A separate feature for each discretized probabil-
ity p( fi |ej) andp(ej | fi), produced by IBM model 1. (2)Word frequency
(WFreq) The source and target word frequency (and their ratio) com-
puted as the number of occurrences of the word form in training data.
(3) Lexical Prefix/Suffix (WPref,WSuff)A separate feature for each pre-
fix/suffix of a predefined length (and their concatenation), forl i, j source
and target words. (4)Word similarity (WSim)These features reflects that
proper nouns are likewise translated in different languages, e.g. “SdAm
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Hsyn” 1 and “Saddam Hussein”. A separate feature is defined per dis-
tinct value of the word similarity betweenl i, j source and target words.
We employ the Levenshtein (edit) distance as a measure of similarity. (5)
Identity (WIdent)is a binary feature which is active wheneverfi is equal
to ej (useful for untranslated numbers, symbols, names, and punctuation).
(6) Punctuation mismatch (WPunct)indicates whenever a punctuation is
aligned to a non-punctuation.

ALIGNMENT MATRIX FEATURES characterize the set of input alignment
matrices, in addition to their union matrixA∪. In addition to features de-
scribed in [6] we includemultiple distortion (AMultd)feature, which indi-
cates if a link involves a duplicated word. Indeed, duplicated words could
be misaligned due to a weak distortion model in comparison with lexical
probabilities in IBM alignments [27]. E.g. several “fy” on the source side
could be erroneously aligned to the same “in” on the target side regard-
less of the distortion. This feature is active for the linkl i, j if fi or ej is
duplicated, returning the distance to the diagonal.

4 EXPERIMENTAL RESULTS

All reported results have been obtained on the Arabic-English language
pair, using data described in Table 1. The IBM Arabic-English manu-
ally aligned corpus (IBMAC) supplies our gold alignments. It includes
the NIST MT Eval’03 as a test set, and a training set that we split into
disjoint train and dev sets, used respectively for training and tuning our
discriminative models. For ME training we used Wapiti [26]2, whereas
the generative models are estimated using MGIZA++3. Default config-
urations are considered for the phrase based translation system Moses4.
A 4-gram back-off language model, estimated with SRILM5 is used in
all our experiments. Minimum Error-Rate Training [28] is carried on to
tune the parameters of the translation system. MADA+TOKAN6 D2 to-
kenization scheme is used in a pre-processing step, to take Arabic rich

1 All Arabic transliterations are provided in the Buckwalter transliteration
scheme

2 http://wapiti.limsi.fr/
3 http://geek.kyloo.net/
4 http://www.statmt.org/moses/
5 http://www-speech.sri.com/projects/srilm/
6 http://www1.ccls.columbia.edu/ cadim/MADA.html
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Table 1. Experimental data: number of sentences and running words. G and D
are acronyms forgenerativeanddiscriminative, respectively.

Data source #Sent #Ar tok #En tok Usage

IBMAC
test 663 16K 19K Evaluating all alignments
dev 3,486 71K 89K Tuning discriminative alignments

train 10K 215K 269K Training discriminative alignments

MT’08 test 1,360 43K 53K Evaluating translations

MT’06 test 1,797 46K 55K Tuning Moses parameters

MT’09 con- 5M 165M 163M Training MGIZA, SRILM and
strained Moses

morphology into consideration. Inconsistency with tokenization of the
IBMAC corpus is handled using thesplitting/remappingtechnique de-
scribed in [6]. We evaluate the quality of alignments compared to a gold
standard using Alignment Error Rate (AER). The impact on translation
quality is measured using multi-reference BLEU [29].

4.1 Oracle study

As explained in 3.1, limiting the search space to the union of input align-
ments, establishes an upper bound on the recall, preventing the model
from reaching plausible links. In this oracle study, we quantify manual
alignment reachability by several combination of input alignments, with
different window sizes. Table 2 summarizes the percentage of alignment
matrix covered by the union of input alignments, with its recall and AER
according to the gold alignment. Oracle AER drops drastically when in-
creasing the size of the window. Take, for instance, the case of IBM1
models: using a window of size 1 instead of 0 reduces the oracle by 10.8
points (from 13.7 to 2.9) at the cost of exploring larger area of align-
ment matrix (23.5% instead of 4.1%). It is worth noticing that the HMM
model achieves similar oracle scores as IBM4, while its training and in-
ference are fast and exact. Moreover, combining IBM1 and HMM re-
sults in comparable performances to the standard symmetrization heuris-
tic (which has an oracle of 6.0 for the best IBM model), while exploring a
slightly wider search space. Increasing the window size allows to largely
outperform the heuristic with a much wider search space. This study sug-
gests that most manual alignments are proposed by the input generative
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Table 2.Search space coverage for different window sizes, and associated Oracle
AER for different input alignments. W is the window size.

Input Alignments
Search Space % Union Recall % Oracle AER %

W=0 W=1 W=2 W=0 W=1 W=2 W=0 W=1 W=2

IBM1 4.1 23.5 43.9 75.9 94.3 98.7 13.7 2.9 0.7
HMM 3.3 15.9 26.9 85.3 97.0 98.7 7.9 1.5 0.6
IBM4 3.3 15.7 26.6 88.7 98.4 99.4 6.0 0.8 0.3

IBM1 + HMM 5.0 25.4 45.4 87.3 98.3 99.6 6.8 0.8 0.2
ALL 5.5 26.8 47.0 90.8 99.2 99.7 4.8 0.4 0.1

models, and justifies their use to prune the search space (an AER of 0.1
is achievable by examining 47% of the matrix).

4.2 Impact of system components on AER

The framework we consider for word alignment includes several interact-
ing components. We design the following experiment, in order to quantify
the contribution of each of them. We train a baseline system and measure
its performance in terms of AER. We then train several models, in each
of which, only one component differs from the baseline, and we compare
their performance.

All the new features added over the baseline described in [6] help im-
proving both recall and precision. They can be divided in two classes ac-
cording to their discrimination power: first come WPreff, WSuff, WProb
and WFreq with about 0.5 AER reduction each, then AMultd, WIdent,
WPunct and WSim with about to 0.2 AER reduction each. Including all
the new features improves AER by 1.6 over the baseline. Different thresh-
oldsα are employed to test different balance point between precision and
recall. Thresholds between 0.1 and 0.9 shift precision from 81.9 to 92.7
and recall from 72.5 to 64.7. The lowest AER for the baseline (22.4) is
achieved atα = 0.5. The more annotated training data is used by the dis-
criminative model, the better. Increasing the training corpus size from 10
sentences to 10K, enhances the AER by 7 points.

Results for the other components can be founds in Table 3. We note
that aggressive features pruning with high values of the`1 regularizer,
results in improved precision and recall (hence AER). The biggest AER
reduction of 1.2 points (at̀1 = 3) is attainable while discarding 97% of
the features. We note also that increasing the size of the search space,
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Table 3. Only the component in the first columns changes with respect to the
baseline. The left part of the table shows the impact of (1) different values for`1

regularization. While the right part shows the impact of (2) different search space
controlled by the size of the window, (3) different input alignments quality deter-
mined by the size of their trainind data, and (4) stacking. Baseline: IBM1 input
alignments, window w=0,̀1 = 0, `2 = 0.01, thresholdalpha= 0.5, 2k word-
aligned sentence (to train the discriminative models) and 5M parallel sentence to
train IBM input models.

Align Pr Rc AER # ftr

Baseline 87.9 69.4 22.4 501238

(1) `1 regularization
`1=0.1 86.7 69.4 22.9 92590
`1=0.5 88.0 69.9 22.1 50380
`1=1 88.8 70.2 21.6 35268
`1=2 89.3 70.3 21.3 19610
`1=3 89.4 70.4 21.2 13806
`1=4 89.3 70.3 21.3 10704
`1=5 89.4 70.0 21.5 8528
`1=6 89.1 70.2 21.5 7334

Align Pr Rc AER

(2) Search space: window size
W=0 87.9 69.4 22.4
W=1 78.0 82.0 20.1
W=2 77.2 81.6 20.6

(3) Input alignment quality
30K 85.9 64.0 26.7
130K 87.2 66.1 24.8
1030K 87.3 68.3 23.4

(4) Stacking
Stack 89.1 70.2 21.4

using larger windows around the current link (e.g. w = 1), reduces the
AER by 2.3. When exploring a wider search space, the model is able
to retrieve more links, improving the recall by 12.6 points. But it makes
more mistake, since it has to make more decisions, and hence degrade
precision by 9.9 points. It should be mentioned subsampling methods to
treat the imbalanced data problem related to wide search spaces did not
help.

To evaluate the model’s sensitivity to the quality of input alignments,
we exploit the fact that training MGIZA alignments with less data results
in alignments with degraded quality: we train IBM model 1 with MGIZA
using corpora of different sizes (30K, 130K, 1030K). Each on of these
alignments is then used as an input to build a discriminative system. The
resulting systems are then compared to the baseline, which is build using
IBM model 1 alignment trained on the entire 5M parallel corpus.

The baseline’s AER drops from 22.4 to 26.7 for the worst input align-
ment (IBM1 trained on 30K). Stacking helps correcting errors in the base-
line and improve its AER by 1 point by enhancing both recall and preci-
sion.
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Table 4.Sample of selected features with high weights

Feature Weight

l i, j = active∧ WPre f( fi) = Al$ ∧ WPre f(ej ) = el− 1.7313
l i, j = active∧ WPre f( fi) = Anh ∧ WPre f(ej ) = tha 1.6652
l i, j = active∧ POS( fi) = CC ∧ POS(ej ) = CC 1.4559
l i, j = inactive∧ WPunc( fi ,ej ) 1.2070
l i, j = active∧ MGIZA HMM( fi ,ej ) = active 0.7639

4.3 Model and features selection

As described in section 3.1, the use of`1 regularization yields a sparse
model where the most useful features have been selected during the train-
ing step. Some of these features are shown in Table 4: the first binary
feature indicates if the Arabic word starts with the prefixAl while the
English word begins with theel prefix. This feature indeed embeds a rule
of thumb to translate Arabic proper noun, and is sufficient to ensure cor-
rect alignments for all the related occurrences in the test set. The second
feature encodes the punctuation mismatch and prevents to align punctu-
ations with regular words. With this feature, the model prefers to leave
a punctuation not aligned, rather than aligned with a regular word. This
decision is generally the best if a punctuation cannot be aligned with an-
other punctuation.

Even if most of the selected features are related to the input genera-
tive models HMM and IBM1 (40% of the features), a more global study
shows that all classes are represented in the final model and so are use-
ful for alignment. Moreover, it is worth noticing that 90% of the selected
features are those conditioned on current POS tags.

4.4 Alignments characteristics and BLEU

In these experiments, we aim to assess the quality of the new align-
ments measured by AER, and their impact on the translation quality
measured by BLEU. We use two different baselines: generative IBM
alignments and discriminative ME alignments described in [6]. In Phrase
Based Statistical Machine Translation (PBSMT), the basic translation
unit is a phrase pair and its associated scores. Phrase pairs are extracted
from a parallel corpus to build the phrase table which contains ideally
all sub-sentential translational equivalences. The quality of these phrase
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pairs is determined by the number of correct translational correspon-
dences they can capture. In practice, word-level correspondences are pre-
computed, then fed to an extraction heuristic that generalizes these corre-
spondences to the phrase level. In this scenario, two sources of errors may
affect phrase pairs consistency. On the one hand, word alignments are er-
ror prone, and they fail sometimes to detect word-level translations which
carry on to the extracted phrase pairs. However, the extraction heuristic
achieves generalization by combining aligned words into phrases, and
growing over unaligned ones around them. This can be helpful to treat
cases where no word-level alignment exists, such as in the translation
of propositions, idiomatic expressions and compound words. However,
since this heuristic operates locally on a sentence level and makes heur-
sitic decisions, it can easily extract noisy phrases, especially when given
a wide margin of freedom by leaving many words unaligned.

Since word alignments are the only constraints on the extraction heu-
ristic, they become the only way to control both sources of errors men-
tioned earlier: by settling on a good balance between the alignment qual-
ity and the number of unaligned words. Therefore, the tradeoff between
precision and recall for word alignments has a great impact on the quality
of the extracted phrases. For instance, let us consider the case of a perfect
precision (all links are correct), but with a low recall (not all word-level
correspondences are detected). Then the alignment matrix is sparser than
it should be, and the proportion of unaligned words results in many phrase
pairs, with moderate scores (since they allow for multiple translations
which over-flatten the probability distribution). Human-perceived quality
of resulting phrases also degrades [7]. In the other case, with a high re-
call and low precision, the alignment matrix is denser than it should be,
and generalization fails, with fewer and over-deterministic phrase pairs.
Thus, the quality of a phrase table depends on the interaction between the
quality of word alignments (precision and recall) and the sparsity of the
alignment matrix: the number of unaligned source or target words, and
the resulting gaps.

Our results are interpretable in light of this discussion. IBM1 is an
example of alignments were both sources of errors are apparently affect-
ing its performance. Compared to a manual alignment: IBM1 (1) pro-
duces poor alignment quality with low precision and recall, which causes
the extraction of erroneous phrase pairs, and (2) leaves more words un-
aligned, which adds to the noise in extracted phrases.

Subsequent generative models are more efficient: HMM and IBM4
improves both precision and recall, while aligning more words. These
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Table 5.Characteristics of alignments in terms of their quality compared to gold
standard, number of links and unaligned source/target words. Number of ex-
tracted phrases is included with average number of gap per source/target word,
and percentage of gapless phrases. These statistics are calculated using the IB-
MAC test set 1. Finally the quality of alignments in terms of their impact on
BLEU for three different MT tasks. Th is the threshold.

Alignment Characteristics Phrase-pairs Characteristics BLEU
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Manual alignments
100 100 0.0 16171 2655 3457 86642 0.68 56.5 0.83 47.6 - - -

Generative baselines (gdfa):IBM1, HMM, IBM4

70.2 71.0 29.4 16394 3032 4752 72369 0.98 47.6 1.28 36.9 36.0 39.2 40.6
73.7 81.4 22.6 17985 1967 3524 74782 0.63 62.8 0.96 46.6 37.5 40.5 41.5
75.1 86.119.8 18715 1422 2460 60029 0.34 75.4 0.57 61.0 38.0 41.142.0

Discriminative baseline [6]:IBM1-HMM ( th = 0.6), +Stacking (th = 0.5)
90.7 82.0 13.9 14733 3435 4851 119303 1.04 44.2 1.29 33.9 38.0 41.3 42.3
92.7 81.513.2 14953 3371 4542 122412 0.99 44.8 1.13 34.4 38.2 41.442.3

New system:IBM1-HMM (th= 0.5), +Window (th= 0.8), +Stacking (th= 0.7)
91.4 82.7 13.2 15215 3197 4552 106490 0.93 47.5 1.18 36.8 38.2 41.4 42.8
89.7 86.6 11.8 17143 3436 4019 107063 1.05 43.7 1.14 39.2 37.4 40.5 41.8
93.1 86.511.2 16054 3008 4173 108825 0.91 46.6 1.15 38.9 38.5 41.742.9

enhancements lead to the extraction of less noisy phrase pairs, which per-
form better. IBM4 for example, improves BLEU by 2 points over IBM1
for the smallest task, and 1.4 points for the biggest one.

Discriminative baseline alignments have different profile than IBM
models. They are more efficient in retrieving more correct links, as well
as greatly improving recall (from 75% for IBM4 to 92.7% for the stacked
baseline). Thus, the quality of extracted phrase pairs should be improved
significantly since they are based on better word-level correspondences,
and the first source of errors is limited. But on the other hand, these align-
ments tend to be sparser than gold standards (9% less links) and IBM4
model (21% less links), which causes more extraction errors, degrading
back the quality of phrase pairs. Otherwise stated, the improvement in
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phrase table quality due to AER improvement, is almost cancelled out
by increasing the percentage of gaps. Which explains why discriminative
baselines achieve small improvements over IBM models.

The new system has a profile similar, in general, to the discriminative
baseline: improved AER, and sparser alignments. The first line in the new
system part of the table 5 describes the first new system, which uses the
better feature engineering and`1 regularization (without the enhanced
search space). It achieves comparable alignment quality (precision, re-
call) to the discriminative baseline, but it is able to align more words, and
decrease the percentage of gaps. This results in higher BLEU scores on
all the three tasks.

Adding the enhanced search space (window of size 1) to the previous
system, allows for a significant increase in recall (from 82.7% to 86.6%)
with slightly degraded precision, which improves the AER. These align-
ments change the balance between unaligned source and target words,
with respect to the previous system: moresourcewords, andlesstarget
words are aligned, in a comparable sized phrase table. This configuration
is harmful and results in about 1 BLEU point loss on all tasks. An inter-
esting result comes in the next line, when adding a stacking layer to the
system with the enhanced search space. Stacking fixes the problem with
precision, without harming recall, improves the over all quality of the
alignment, and reduces the number of unaligned source words, shifting
the balance back. This system achieves the lowest alignment error rate
of 11.2%, and the best BLEU score on all three tasks, with significant
improvements over the generative and discriminative baselines (for the
biggest task).

5 CONCLUSIONS

In this paper we introduced an improved discriminative alignment sys-
tem, that is based on a maximum entropy framework for combining word
alignments. Better feature engineering, combined with`1 regularization
and an enhanced search space allow the model to improve both the quality
of alignment and translation. The introduced model achieves an overall
reduction of 43% of the alignment error rate over the standard IBM model
4 symmetrized alignment, resulting in 0.9 point enhancement in BLEU.
While adding a stacked classification layer may not be very helpful to
the discriminative baseline introduced in [6], it proves to be necessary
to allow the new system to benefit from the enhanced search space and
achieve improvements in translation quality.
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We analyzed the BLEU results in light of several alignment charac-
teristics and noticed that finding a better balance between the alignment
quality measured by its precision and recall, its sparsity, and its number
of unaligned words and extracted phrases is necessary to deliver better
translation models.
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ABSTRACT 

Parallel texts alignment is an active research area in Natural 

Language Processing field. In this paper, we propose a method 

for sentence alignment of parallel texts that is based both on 

lexical and statistical information. The alignment procedure 

uses dynamic programming technique. We made our 

experiments for Spanish and English texts. We use lexical 

information from bilingual Spanish-English dictionary, as well 

as the sentence length measured in words and in characters. 

The proposed method was tested on a corpus of fiction texts, 

where the frequency of multiple alignments, omissions and 

insertions is higher than in other types of texts. We obtained 

better results than the standard Vanilla aligner system that uses 

a purely statistical approach. 

KEY WORDS: Parallel texts alignment, English, Spanish, 

dynamic programming, lexical-based alignment, statistical 

alignment, anchor points, sentence length, fiction writing. 

1   INTRODUCTION 

Parallel texts alignment is an active area of research in Natural 
Language Processing field. Parallel texts are translations of each other 
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in different languages. The works in this area started at wide scale in 
1990s [1, 2, 4, 7, 8]. Some modern ideas of optimization, for example, 
with genetic algorithms [5], and the task of alignment of more 
challenging types of texts (like fiction) [6] maintain the interest to this 
topic.  

The usefulness of the aligned parallel texts is related to the fact that 
they explicitly contain the relationship between the elements in a text in 
one language and elements of the same text translated into another 
language, thus, allowing performing of numerous tasks that can exploit 
the knowledge of the alignment. For example, alignments are useful for 
machine learning and automatic extraction of information for various 
purposes, such as statistical machine translation, bilingual word sense 
disambiguation, etc.  

In this work, we propose a method for sentence alignment in parallel 
texts. We tested it for Spanish and English language pair, though the 
algorithm is language-independent. It is based on both lexical and 
statistical information and uses dynamic programming framework [6]. 
The lexical information is contained in a bilingual dictionary, while 
statistical information is obtained from the sentence lengths like in [4] 
measured both in words and in characters.  

The proposed method was tested on a corpus of fiction texts. Note 
that fiction texts are much more difficult case for alignment: the 
frequency of multiple alignments, omissions and insertions is higher 
than in texts of other types, like technical or law texts. 

We obtained precision about 96%. We compared our results with the 
results obtained by the Vanilla aligner system [3] for the same corpus. 
Note that Vanilla uses a purely statistical approach. Vanilla obtained 
precision about 92%.  

The developed method is superior in cases of multiple alignments, 
omissions and insertions. The results that we obtained show that the use 
of lexical information contained in a bilingual dictionary combined 
with statistical information allows developing of the robust method for 
sentence alignment in fiction texts, which gives better results than 
purely statistical methods. 

The paper is organized as follows. First we describe the alignment 
algorithm, then we present the corpus used in the experiments and after 
this present and discuss the obtained results, finally, conclusions are 
drawn. 
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2   PROPOSED ALGORITHM 

In the task of sentence alignment, we need to find the correspondences 
of sentences in one text and the sentences of its translation. This 
correspondence is not trivial because some sentences can be omitted 
and some sentences can be translated by two or more sentences. The 
task of sentence level alignment is well-known and intuitively clear, we 
send the reader for details to the works [4, 6]. 

We use dynamic programming approach to find the best alignment 
for all sentences in a pair of texts [4, 6]. Note that this approach implies 
continuity, i.e., if we found an alignment of a sentence, then no 
posterior sentence can be aligned before the already existing alignment. 

In this approach, we assign scores to every possible pair of aligned 
sentences. The final score of the alignment is the sum of the scores of 
each sentence pair that constitutes this alignment. 

For weighting the similarity, we use the concept of significant 

elements that are words of open POS classes: nouns, verbs, adjectives, 
adverbs, and also proper names, abbreviations, signs of admiration, 
signs of interrogation, and numbers. 

We use the following equation for calculating the similarity between 
sentences. In fact, this function is dissimilarity, i.e., penalization, but 
penalization is “inverse” function to similarity. Thus, the lower this 
value, the better is the similarity of the sentences. 

Similarity (SS; ST) =  DictionaryDiff (SS; ST) +  

                SignificantElementsDiff (SS; ST) +  

CharLengthDiff (SS; ST)  
(1) 

where SS is a source sentence, ST is a target sentence, the value 
SignificantElementsDiff (SS; ST) is the absolute value of the difference 
of number of significant elements, and CharLengthDiff (SS; ST) obtains 
the absolute value of the difference of numbers of characters in two 
sentences, and DictionaryDiff is calculated as follows. 

DictionaryDiff (SS; ST) =  SignificantElements (SS) +  

       SignificantElements (ST) –  

   2 × Translations(SS; ST) 
(2) 

Thus, DictionaryDiff (SS; ST) is the number of significant elements 
that are not mutual translations. In our experiments, we used Vox 
dictionary available on the Web. 
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In addition, we use anchor points as a constraints in the alignment, 
i.e., the alignment is possible only between established anchor points. 

We used XML scheme of representation of the text, see Fig. 1. 
Traditional preprocessing with morphological normalization was 
performed. 

3   CORPUS DESCRIPTION 

We used the following corpus for our experiments: Four chapters of 
“Adventures of Sherlock Holmes” by A. Conan Doyle and two chapters 
of “Turn of the screw” by Henry James. The text by A. Conan-Doyle 
contains 2,558 sentences in English and 2,267 sentences in Spanish. 
The text by Henry James contains 361 sentences in English and 363 
sentences in Spanish. Corpus characteristics related to number of 
different types of alignments are presented in Table 1. 

Manual alignment was performed for these texts, thus, representing 
the golden standard for the evaluation. 

 

Fig. 1. Text representation using XML scheme. 
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Table 1. Corpus characteristics: numbers of different types of alignments. 

Alignment type A. Conan-Doyle H. James 

1:1 2,061 300 
1:2 65 12 
2:1 64 8 
2:2 4 1 
3:1 1 0 
1:3 2 0 
1:0 11 1 
0:1 7 1 

4   OBTAINED RESULTS AND DISCUSSION 

We compared on the developed corpus our method and Vanilla aligner. 
Vanilla aligner [3] is based on the work of Gale and Church [4] and 
takes into consideration the following alignment types between 
sentences 1:1, 1:0, 0:1, 1:2, 2:1 and 2:2. The system uses the same 
input as our system, i.e., the text is splitted into sentences in the same 
way. It is purely statistical method based on lengths of sentences and 
dynamic programming. 

We measure the precision of both methods as the percentage of 
correctly aligned sentences as compared to the golden standard. We 
used complete evaluation, i.e., if only a part of a multiple alignment is 
correct, we do not consider such alignment as the correct one. 

The results of comparison of our algorithm with Vanilla aligner for 
the texts of Henry James and A. Conan-Doyle are presented in Table 2.  

Table 2. Comparison of the results. 

 Henry James A. Conan-Doyle 

Vanilla aligner 93.01% 90.66% 
Proposed algorithm 96.78% 95.62% 

The reasons of errors of our method are related with two major 
phenomena. The first one is that the word cannot be found in the 
bilingual dictionary, either due to incompleteness of the morphological 
analysis system, or due to the incompleteness of the bilingual 
dictionary itself. 



G. SIDOROV, J.-P. POSADAS, H. JIMÉNEZ, L. CHANONA 262 

The other reason is related to idiomatic expressions, like “Oh, dear” 
that is translated as “Válgame Díos” (lit. “God help me)”. 

5   CONCLUSIONS 

The aim of this work was to propose an alignment algorithm that is 
based on combination of lexical information obtained from a bilingual 
dictionary and traditional statistical information related to sentence 
lengths. 

We tested it for a special type of parallel texts that constitutes more 
complicated case of alignment, namely, fiction texts. Our hypothesis 
was that for these texts statistical aligner will make mistakes that can be 
corrected using lexical information. 

We conducted our experiments on a relatively large corpus of 
fragments of works of A. Conan-Doyle and Henry James in Spanish 
and in English.  

We obtained better results than the base line Vanilla aligner 
software. Our precision was about 96%, while Vanilla aligner obtained 
about 92%. The difference is due to better performance of our method 
for cases of one to many alignments, insertions and omissions. 
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ABSTRACT 
 

This work details appraisal extraction from attitude 
expressions. Here, by attitude expressions, we refer to those 
single words that convey the evaluation of sentiments or 
emotional states, about human behaviors, objects, processes or 
people, according to the Appraisal Theory of language. The 
attitude words can be classified into affect, judgment, and 
appreciation; either positive or negative. Extraction of the 
attitude words has a significant range of applications from 
opinion extraction and summarization, up to temporal opinion 
analysis. To determine the attitude, we use two machine 
learning techniques; namely, Support Vector Machines and 
Random Forest. These algorithms classify a given word starting 
from a vector that represents the information from the context 
where the words tend to occur. On the other hand, we can 
observe the context of the words relying on a corpus of 
sentences from user generated contents, such as reviews, 
editorials and other online texts.  

KEY WORDS: Opinion Extraction, Appraisal Theory, Corpus 
Evaluation, Machine Learning. 

1   INTRODUCTION 

Evaluation, according to Hunston and Thompson in 2000, “is the broad 
cover term for the expression of the speaker or writer’s attitude or 
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stance towards, viewpoint, or feelings about the entities or propositions 
that he or she is talking about” [1]. Appraisal Theory tries to explain 
the semantic option schemes that the language has to evaluate. It is 
actually focused on the linguistic expression of attitude, and it separates 
evaluation into three subsystems; namely, Attitude, Graduation and 
Engagement1. Attitude corresponds to the words that emit an evaluation 
or that invite to do it. Graduation considers the words that intensify, 
diminish, sharpen or blur the evaluation. Engagement corresponds to 
those words that indicate the posture that the issuer adopts with the 
statement.  

The problem we try to solve in this paper (appraisal extraction from 
single words) is part of a more complex problem (appraisal extraction 
from phrases) which is our aim in future work. Therefore, here, we 
focus the Appraisal extraction only on Attitude from single words. 
When we will extend our work to phrases (word sequences), we will 
study the graduation and engagement components. 

Appraisal Theory subdivides Attitude into affect (evaluation of 
sentiments or emotional states), judgment (evaluation of the human 
behavior), and appreciation (evaluation of objects, processes, or people 
when they are valued from an aesthetic viewpoint). Attitude, also, can 
be positive or negative.  

We are mainly interested in recognizing appraisal on the Spanish 
language; since we have found few advances of Opinion Mining on this 
language. For this reason, we have prepared a word list of attitude; as 
well as a corpus of sentences in which is possible to observe the 
context of these words. Nevertheless, we consider that the assumptions 
in this paper can be applied to other languages. In Fig. 1, we can see 
some examples of the appraisal systems.  

Extraction of the attitude words has a significant range of 
applications from opinion extraction and summarization [6], up to 
temporal opinion analysis [7]. Nowadays, many people express their 
sentiments, evaluations, or judgments online in a variety of sources, 
such as customer reviews, editorials, blogs, and others. Summarizing 
those opinions can be very helpful, but this requires the extraction of 
attitude key phrases that are cues of the opinions expressed in the text. 

For example, in sentence (1) we can notice two subjective words, 
both with a positive polarity. We can infer that the polarity of the 
           
 

                                                           
1  Additional details about Appraisal Theory can be found in [2–5]. 
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sentence is positive as well, by computing the amount of positive 
words2. 

 
(1)  “Viéndola, me doy cuenta de que si tanto me ha gustado+ es 

porque la trama es comprensible+.” 
 
However, recognizing attitude in words (see sentence (2)) allows 

knowing the evaluation purpose of the sentence (sentiments, objects, or 
human behavior). Thus, sentences more relevant to a particular interest 
could be identified. For example, if the concerned item is the human 
behavior, you could be interested in summarize what anyone says about 
the capacity, or moral integrity of a given person, more than in its 
physical appearance or simple polarity.  

 
(2) “Viéndola, me doy cuenta de que si tanto me ha [affect: 

gustado+] es porque la trama es [appreciation: 
comprensible+].” 

 
On the other hand, the opinion usually tends to change on time, and 

the attitude extraction could be useful for monitoring or analyzing 
tendencies of public relations and marketing firms, opinions about 
products, people, organizations, etc.  

Many words of an attitude system, according to the Appraisal 
Theory, have potential to express affect, judgment and appreciation 
when we consider them out of context, since affect is considered as the 
basic system of Attitude, whereas judgment and appreciation are 
derivations of this, manifesting institutionalized emotions. This 
situation has motivated us to use a corpus-based approach. This 
approach allows recognizing the evaluation of words considering the 
context where these tend to occur.  

The present paper is structured as follows. In Section 2, we briefly 
explain the strategy to recognize appraisal in words. In Section 3, the 
structure and corpus composition are presented. In the last sections, we 
show the experimental results, as well as discussion and conclusions.  

                                                           
2 Sentences that are shown as examples in this article are original sentences 

from the corpus we are working with, so we do not translate them here. 
Nevertheless, a translation for the sentence above is: Seeing it, I realize that, 
if I liked it so much is because the plot is comprehensible. 
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2   RECOGNIZING APPRAISAL 

Appraisal extraction is a Sentiment Analysis task; this is a novel 
research area. Some initial works date back to the late 1980’s and early 
1990’s [8], [9]; Sentiment Analysis is conceived as Sentiment 
Classification, referring to the task of categorizing texts, or pieces of 
text, based on their subjectivity and orientation [10]. Others extend it to 
identify or classify appraisal targets, determining the source of an 
opinion in a text, and developing interactive and visual opinion mining 
methods [11]. Sentiment classification has been mainly focused in 
polarity classification; i.e., it determines if appraisal is positive, 
negative, neutral or if there is no appraisal in the text. 

2.1 RELATED WORKS 

Many previous works in sentiment classification have shown good 
performance using a lexicon-based approach. Starting by word lists 
manually annotated, they classify a larger piece of text, such as 
sentences [12] and paragraphs [13]. On the other hand, most of the 
works are focused on the English language; we have only found a few 
proposals for Spanish language that try to solve this problem generating 
a subjectivity-annotated corpus or dictionaries from translation of 
English subjective texts. (Banea et. al. 2008) propose to annotate 
(subjective and objective) sentences in Spanish and Romanian, by 
employing machine translation and leveraging on the resources and 
tools available for English like MPQA corpus and Opinion Finder 
system, respectively  [14]. (Bautin et. al. 2008) determine entity 
sentiment scores on nine languages of news sources and five languages 
of a parallel corpus; i.e., they calculate the polarity (positive and 
negative) and subjectivity score (how much sentiment of any polarity 
the entity receives) for a given entity, by using the automatic English 
translation of this languages and Lydia system for Sentiment score 
calculation [15]. (Brooke et. al. 2009) intend the creation of Spanish 
dictionaries, making an analogy with adjective, noun, verb, adverb, and 
intensifiers dictionaries in English [16]. Each adjective, noun, verb, 
adverb dictionary in English is automatically translated to Spanish by 
means of the online bilingual dictionary Spanishdict and online Google 
translator, maintaining the polarity of words from English. Also for the 
bilingual dictionary and translator, the author proposed other method 
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using a textual corpus in Spanish formed by 400 reviews about hotels, 
movies, music, phones, washing machines, books, cars, and computers. 
From this corpus, adjectives, nouns, verbs, adverbs, and intensifiers 
dictionaries were extracted, along the polarity for each word. That is a 
valid approach to cope with the problem of sentiment classification in 
Spanish. But, since the words “subjective sense”, as well as the 
intensity of this subjectivity, can be lost in the translation, we consider 
that a more detailed study has to be done, where the particularities of 
this language are taken into account, avoiding loss of generality, as far 
as possible. On the other hand, although lexicon-based approach has 
shown good performance in sentiment classification, we consider that 
the dictionaries are not exhaustive, and an automatic classification of 
words can be more useful because it allows finding new appraisal 
words. 

In a previous work about automatic word classification, Turney and 
Littman intend to infer the polarity a word from extremely large 
corpora, considering its semantic association with other words, which 
they called "paradigms"[17], [18]. That is, they use two lists of words, 
called positive paradigms and negative paradigms, and calculated the 
association probabilities of a given word with the paradigms as the 
number of returned matching documents from AltaVista Advance 
Search, by means of hits (query), and using the NEAR operator. This 
method depends on the variations and availability of an online search 
system. Besides, the NEAR operator considers that two words are close 
when they are halfway at least ten words, but it does not distinguish if 
the words are in the same sentence, an aspect that we consider 
important to consider. 

Other work closer to our study that intends to classify adjectives in 
affect, judgement and appreciation was proposed by Taboada & Grieve 
work in 2004 [19]. They, with similar approach to Turney and Littman, 
use the NEAR operator on AltaVista Advance Search. Nevertheless 
they associated the word with a “pronoun-copula” pair (¨I was¨ for 
affect, ¨he was¨ for judgement, and ¨it was¨ for appreciation) instead of 
paradigms. This is a first interesting approach to classify attitude using 
context; but, there are several examples that show that the three 
proposed combinations (I was (affect), He was (judgment), ¨It was¨ 
(appreciation)) are not enough and they even fail in some cases. 
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2.2 OUR PROPOSAL 

We proposed a strategy to distinguish words that convey appraisal of 
an item from the rest, as well as to classify the evaluation polarity 
(positive or negative). In addition, relying on Appraisal Theory, we 
classified the evaluation words into affect, judgment, and appreciation. 
Both, polarity and attitude are recognized using a corpus-based 
approach. This approach allows recognizing the attitude and polarity of 
the words determined by the context where they tend to appear.  

As we know, many words in the human language are ambiguous 
(they do not convey a single message) when they are studied out of 
context; i.e., the context strongly determines the word sense. The 
evaluative language is not an exception (e.g. it is difficult to know if 
big or much conveys a negative or positive evaluation). On the other 
hand, according to proponents of the Appraisal Theory, some words out 
of context can be ambiguous according to their attitude class (e.g. 
aburrido (boring), cómodo (pleasant), or agradable (nice)).  

First, we assume that the sentences are the smallest units of coherent 
messages in texts. Therefore, we assume that the words that tend to co-
occur in the same sentences are used with the intention of expressing 
similar or identical messages. We only focus on the appraisal that is 
indicated in an explicit and direct way. We describe a supervised 
strategy to learn sentiment classifiers of words. 

Then, considering the previous assumptions, we also assume that 
words with a given polarity probably tend to occur in sentences of the 
same polarity. That probably does not happen in sentences with 
different polarity or without polarity. Therefore, if we start collecting a 
set of seed words and its polarity (positive, negative, and no-polarity), 
and if we represent them by a vector of words that occur in their 
sentences; then we hypothesize that it is possible to learn the context 
(words) of each polarity class, increasing our lexicon with new words 
of the same polarity. We have noted that in the current work, we are 
only interested in determining the positive and negative categories. 

Subsequently, the attitude class of words is related to its sense and to 
the item (sentiment, human behavior, or object) target of the 
evaluation. We had assumed that in a single sentence, the evaluation of 
a single item prevails. Therefore, we start from the hypothesis that the 
words that tend to co-occur in the same sentence are being used with 
the intention of expressing the same kind of attitude. In a previous 
work, we represent the words of attitude by a vector of dimension n, 
where n was the corpus size (sentences), assuming that sentences can 
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be adequate to discriminate the attitude class of words [20]. That is, 
given a word, the i-entry of the associated vector was 1 if the word was 
in the i-th sentence, and 0, otherwise. But, the resultant matrix of word 
by sentence was very sparse. Thus, in this work we decided to represent 
an attitude word by means of the vector of words used in the same 
sentences, and similarly for polarity. This allows us to obtain a more 
condensed matrix that preserved the same assumptions. 

Finally, taking into account the overlap of the classes inherent to the 
Appraisal Theory, which we also found in polarity as well, but to a 
lesser extent than in affect, appreciation, and judgment (see next 
section), we consider that some words may potentially be in more than 
one of these classes. Therefore, we do not treat either polarity or 
attitude classification as a multi-classification problem. But, we provide 
a binary classifier for each polarity and attitude class. For example, for 
affect, we take as positive examples all word vectors labeled as affect, 
and as negative examples the remaining vectors labeled as appreciation 
and judgment. 

3   CORPUS STRUCTURE 

We assume that words attitude can be determined by the context (the 
vocabulary) where they tend to appear. We use a Spanish corpus of 
sentences to study a word context. Since these sentences are in Spanish, 
we do not use any translation tool to obtain them. Besides of the 
corpus, we gathered a manually annotated word list in Spanish for each 
attitude class. The words were classified according to the context where 
they were actually observed in the corpus. That is, a given word was 
only manually classified with an attitude if it was observed in any 
sentence belonging to this attitude type. But, these lists did not have 
enough words; therefore, we increased them by adding new words used 
by Turney and Littman, available in the General Inquirer lexicon, 
which we translated using Power Translator system. We removed 
words resulting erroneous (i.e. non appraisal word or phrases) and we 
did not preserve their polarity from English. Thus, all words (previous 
and new) were annotated considering all its possible uses, without 
taking into account the corpus. That increased the overlap among the 
compiled lists (see Table 1). We actually got an overlap of 45.2% for 
affect, 68.9% for appreciation, 63.6% for judgment, 7.6% for negative, 
and 10.25 for positive class. We took this lexicon of words manually 
classified as a reference of “good-classification” to compare the results 
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automatically obtained by Support Vector Machine and Random Forest 
classifiers. 

Table 1.  Statistics for previous and current data collections. 

List Previous Current 
Affect 352 672 
Judgment 287 1 806 
Appreciation 788 1 758 
Positive 573 1 268 
Negative 389 1 702 
Corpus   
No. sentences 1 408 56 970 
No. words 32  920 1 358 727 

    
For corpus construction, we manually extracted sentences selected 

from movie reviews in Spanish, gathered from the website ciao.es. 
Sentences that were considered as containing words expressing some 
attitude class were selected from each review, these sentences are 
referred as “attitudinal sentences”. This website contains reviews about 
many items; namely, movies, books, cars, cookware, phones, hotels, 
music, computers, and others. We decided to select movie reviews 
given that a great variety of appraisal expressions can be observed.  

In addition, we included editorials (or opinion articles). These texts 
are elaborated by communication specialist, such as journalists and 
editors. Thus, an editorial shows a more elaborated writing style than 
that in reviews, allowing other elaborations of appraisal expressions. 
On the other hand, these texts present a novel topic of public interest, 
which are usually related to politics, economy, society, art, and sport. 
That helps to increase the number of judgment expressions. We 
selected editorials of excelsior.com.mx, corresponding to the years 
1998, and 19993. 

Finally, we completed the corpus with sentences that were 
automatically extracted, containing any word from the translation that 
we did to increase the lexicon. These new sentences were obtained 
from online texts of an audible book Hispanic library, with 3200 freely 
available books. We selected 20 texts of stories and poems. Besides, we 
added letters from a book collection in Spanish, taken from the Project 
Gutenberg EBook. Both source are freely available.4,5 These latter texts 

                                                           
3  http://www.exonline.com.mx/home/. 
4  http://leemp3.com/ 
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present a more formal style of writing than movie reviews, also 
different from the editorials style. The editorials are opinions from a 
personal and critic author viewpoint, whereas stories, poems and letters 
usually describe sentiments that exemplify emotional states. Our aim 
was to increase the affect expressions in the corpus. 

Corpora are resources very often used in text processing tasks that 
are approached with machine learning. The corpus composition can 
influence the quality of learning and therefore the result might not be as 
expected. On the other hand, elaborating a customized corpus usually 
becomes a hard work considering the human effort and time required to 
achieve it, and even so these efforts could not guarantee a 100% 
quality. However, we can compute some features of our corpora, which 
can provide indication that we can achieve the desired results. Thereby, 
we have used The Watermarking On-line Corpus System (WaCOS) 
[21]. This tool provides a supervised (corpus and gold standard are 
required) and unsupervised (only the corpus are required) measure set 
to evaluate features like domain broadness, shortness, stylometry, class 
imbalance, and structure. We only used the first two.  

The domain broadness of a given corpus is measured by the 
semantic relation among the categories of the texts that form the 
corpus. These relationships determine whether the corpus domain is 
narrow (closely related) or wide (unconnected). In this work, we 
calculated the domain broadness with the Unsupervised Vocabulary-
Based (UVB) measure, which is based on vocabulary dimensionality. 
Let C be a corpus of n sentences, UVB assumes that if the sentences of 
C share the maximum number of unique term, then the domain of C is 
narrow. 
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where V(C) is the corpus vocabulary and V(oi) is the vocabulary of the 

i-th sentence, and C  , )( ioV  and ))(( CV  are the cardinalities of 

C, V(oi) and V(C) respectively. 
The average vocabulary and text length of this corpus are used to 

approximate the shortness degree. This is calculated using the 
Shortness-based measure, VDR. 

We work with sentences and we know that they are short texts; we 
also select texts from different source, i.e. reviews, editorial, stories, 

                                                                                                                    
5  http://www.gutenberg.org 
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poems, and letters. We were also interested in knowing the complexity 
of the selected sentences, i.e., the rate of the average vocabulary for 
sentence by average sentence size, Vocabulary vs. Document 
cardinality Ratios (VDR), 
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where V(oi) is the vocabulary of the i-th sentence, and )( ioV  and 

io are the cardinality of )( ioV and io , respectively. 

In addition, we evaluated these measures on two others corpora used 
in Sentiment Classification task; the SFU Review Corpus6 of movie, 
book, and consumer product reviews and Pang & Lee´s7 corpus of 5000 
subjective and 5000 objective processed sentences. The statistical 
properties for these two corpora are taken as reference to compare our 
results; and they are displayed in Table 2. In this table, we observe that 
the three corpora have similar properties, considering domain 
broadness and shortness, but varying in size. 

Table 2.  Statistical properties of SFU, Pang & Lee, and our corpus. 

Corpus UVB VDR Total Terms Corpus Vocabulary Size 

SFU 12.19 0.96 95 184 14 801 
Pang & Lee 11.70 0.96 231 001 23 926 
Ours 21.45 0.95 1 603 234 118 552 

 
When we observed UVB results in Fig. 2, we noted that our corpus 

has a narrow domain. It show that word senses are constrained to its 
use in the corpus domain, therefore the automatic classification of some 
words can lead to results that we do not desire, considering that it was 
manually classified, estimating many of its possible uses. On the other 
hand, if the domain is narrow then the vocabulary will be limited, 
which could complicate the classification of new words. 

                                                           
6 http://www.sfu.ca/~mtaboada/research/SFU_Review_Corpus.html 
7 http://www.cs.cornell.edu/people/pabo/movie-review-data/ 
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Fig. 2. Unsupervised Vocabulary-Based (UVB) result for our corpus. 

On the other hand, VDR value indicates the average complexity of 
our corpus, considering that higher complexity implies a bigger 
vocabulary for each sentence (see Fig. 3.). Therefore, given a word wi 
of an attitude categories a, the higher the VDR measure, higher is the 
probability that wi occurred in Oo ∈ since we know that aw ij ∈≠  

occurred in o. 

 

Fig. 3. Vocabulary vs. Document cardinality Ratios (VDR) result 
for our corpus. 

As mentioned in Section 2, given word to classify, this is 
represented by a vector of the corpus vocabulary, where the i-entry of 
the associated vector is 1 if the word occurred with the i-th term of 
corpus in any sentence, and 0, otherwise. Previously, the sentences 
were pre-processed obtaining lemmas for each word. To accomplish it, 
we used the TreeTagger; a system for part-of-speech and extraction of 
lemmas of the words in a text, developed by Helmut Schmid at the 
University of Stuttgart8 [22]. 

                                                           
8  http://www.ims.uni-stuttgart.de / projekte / corplex / TreeTagger / DecisionTree 

Tagger.html 
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4   EVALUATION 

We have not found related works with which we can compare our 
results. Therefore, we use as reference of “good-classification”, the five 
lists of words manually classified. Thus, the obtained results are 
compared against the human judgment. As it was explained in a 
previous section, we use as positive examples the words annotated in 
each class, and as negative examples the words in the opposite class, 
excluding the overlap with positive class. Since the number of 
examples could be minority in the negative set, we used an over-
sampling method called Smote (Synthetic minority over-sampling 
technique), that increases the proportion of the instances in this set. 

Regarding the classifiers, we used two of the suite of Data Mining 
algorithms that Weka system9 provides; namely, Support Vector 
Machine (SVM), and Random Forest (RF). We maintained default 
parameter values for RF classifier, but for SVM, we opted for the 
probabilistic version of this algorithm, by setting as true the 
“buildLogisticModels” parameter, and we used a “PolyKernel” of 
degree 2. To measure the performance of classification, we divided 
each set in 50% to train and 50% to test, and computing Precision, 
Recall, and F-Measure (see Table 3).  

The class appreciation is more clearly learned with RF than affect 
and judgment, in terms of F-measure, possibly because is less 
ambiguous. Also, RF showed an acceptable F-measure when 
classifying positive. We can note that SVM and FR algorithms show a 
good performance of attitude classification when we compared them 
with the human judgment. In all except one of the cases, the Recall is 
above 50%, with the appreciation class having lowest value. In terms 
of the values obtained for Precision, we observed that more than half 
are above 50% and up to 85%. These preliminary results are 
encouraging but still vague to make a concluding decision, and could 
happen because the terms selected to represent the words of attitude do 
not discriminate the classes appropriately. On the other hand, when we 
increased the previous words list and annotated them without consider 
their actual use in the corpus, we probably introduce some noise in the 
gold standard that we employed as classification references. 

                                                           
9 http://www.cs.waikato.ac.nz/ml/weka/ 
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Table 3. Precision, Recall, F-Measure of SVM, and RF classifiers for attitude. 

Class  Precision     Recall F-Measure  Precision Recall F-Measure 
Positive 
SVM 0.64 0.53 0.58 RF 0.58 0.68 0.62 
Negative 
SVM 0.49 0.77 0.60 RF 0.48 0.65 0.55 
Affect 
SVM 0.60 0.51 0.52 RF 0.51 0.65 0.57 
Judgment 
SVM 0.39 0.56 0.46 RF 0.42 0.65 0.51 
Appreciation 
SVM 0.85 0.42 0.56 RF 0.81 0.61 0.70 

 
Sentiment Classification is a difficult task that tries to discover the 

subjectivity in texts and it is further complicated when we works with 
noisy unstructured texts which prevail in the actual world. We expect 
that this performance could be improved if the sentences are reasonably 
well-separated in its different messages, and we do not consider all 
words in a sentence to be related with the word that we want to 
classify. We could only consider the words inside a window for 
representing the attitude, as well as we could use some part-of-speech 
tagging or shallow parsing tools to split the sentences. 

5   CONCLUSIONS 

In this paper, we showed classification of attitude words, which are 
words that convey the evaluation of sentiments or emotional states, 
about human behaviors, objects, processes, or people. Beside, these 
words can express affect, judgment, and appreciation; either positive or 
negative, according to the Appraisal Theory of language. Thus, we 
present an improved version of our experimental data collection.  

The preliminary results show a good performance of the proposed 
classification strategy when is compared against human judgments. 
But, we noted that more than one item sometimes can be evaluated 
inside a single sentence. This is contrary to our assumptions (that in a 
single sentence, the evaluation of a single item prevails). Therefore, to 
reach a final conclusion in future work, we plan to use a window of 
certain number of words instead of whole sentences, to reduce the 
terms in the sentences used to represent the attitude words. In addition, 
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we will work in classification of expressions (word sequences) rather 
than individual words.  
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ABSTRACT 

In European languages development, new words and/or new 

terms are mostly formed using Latin and/or Greek word 

elements. Linguists have proved the importance of these 

elements in forming an important part of LSP word stock in 

different subject fields such as computer science and medicine. 

This article attempts to show the effectiveness of using words 

with Latinate etymologies as features for the tasks of text 

categorization (TC). One essential step for training classifiers 

in TC to be more accurate is the effective feature selection. Lots 

of methods for feature selection have been discussed by 

computer scientists on the basis of information theory and from 

the perspective of statistics. To cope with the bottleneck of high 

dimensionality from bags of words (BOW), the core features to 

be discussed in this article are selected according to 

etymological information of words and therefore are drastically 

different from existing feature selection methodologies. The 

result is analyzed from evaluation schemes including accuracy, 

precision, recall, and F-measure. The experiment shows that 

the Latinate words as discriminative features are effective to 

reduce the dimensionality of the feature space and outperform 

other feature combinations in F-value of up to 98% when using 

one of the state-of-the-art methods, i.e., Support Vector 

Machine from WEKA. 

KEY WORDS: Text Categorization, Feature Selection, 

Etymology, Latinate Token, Lexicon, Classifier, BOW, Naïve 

Bayes, Decision Tree, SVM. 
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1   INTRODUCTION 

With the explosive growth of the Internet, more research efforts are 

required for the task of text categorization to improve accuracy and 

efficiency. Two key steps involved in text categorization include the 

selection of features and the training of classifiers. Reports on feature 

selection methods with the purpose of scaling down the feature space 

are usually based on statistical theory and machine learning such as 

information gain [7, 8, 12, 25], mutual information [13, 25], Chi-square 

[8, 12, 25] etc. It has been stated [21] that most of the dimensions from 

bags of words (BOW) are not typically relevant to text categorization 

and even introduce noise features even though they are said to be 

statistically important, hence eventually hurt the performance of the 

training classifiers. Actually, even the proved most successful training 

classifier for the tasks of text categorization like Support Vector 

Machine (SVM) is inefficient when directly taking the words/phrases 

based on the statistical theory as features [27]. It is thus necessary to 

select distinguishing features according to a methodology different 

from the conventional statistically based machine learning methods. 

This article, taking a different direction from the previous research 

studies, proposes the selection of core features according to words of a 

Latin origin based on a lexicon that contains etymological information. 

Six feature sets are set up including BOW, Latinate words, and the 

content words from nouns, verbs, adjectives and adverbs. Three 

selected classifiers, namely SVM, Bayes, and decision tree, are then 

applied on the above feature sets to find their supportive votes to each 

of the feature sets. The experiments consistently indicate that the 

feature set of Latinate words outperforms the other feature sets based 

on the three selected classifiers. 

The rest of this article is organized as follows. Section 2 investigates 

the rationale behind the use of Latinate words as discriminative features. 

Section 3 reviews the related studies. Section 4 describes the approach 

on BNC written texts categorization. Section 5 discusses the result of 

the experiment and Section 6 concludes the article. 

2   WHY LATINATE WORDS 

Two lexicographical resources are used in this study. One is a 100 

million word collection named British National Corpus (BNC) with 
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90% of its content coming from written texts. The written part comes 

from regional and national newspapers, specialist periodicals and 

journals, academic books and popular fiction, published and 

unpublished letters and memoranda, school and university essays. The 

version used in this paper contains texts primarily in 1990’s. Another 

resource contains total 249,331 entries, named Collins English 

Dictionary (CED), which is a collection of total 128 different languages 

of etymological knowledge including Latin, French, and Greek etc for 

contemporary English. The etymological resources in CED are 

identified by three different tags which output total of 48,593 entries as 

the final etymological origins. 

Recall in the tasks of TC, features drawn from top ranked list based 

on statistical feature selection face problem that the selection 

algorithms are either over-relied or mislead by infrequent terms. The 

way is to select a small number of such feature straightly which may be 

sufficiently efficient and preserves the relevant information to the texts 

without utilizing statistics based feature selection. Similar idea is 

supported by [9] Forman that “additional complexity of feature 

selection can be omitted for many researchers who are not interested in 

feature selection, but simply need a fixed and easily replicable input 

representation”. 

In summary, the intuition behind the use of Latinate words as 

features is based on three observations. The first observation is that the 

linguists have proved that over 70% of the words used in modern 

English have been borrowing extensively from other languages, 

especially from Latin, French and Greek [10, 11, 23]. The second 

observation is that certain contexts from special domains (such as the 

domain of medicine) would be more likely to turn to certain type of 

foreign words (such as Latinate words) [4, 24]. The third observation 

based on a previous work [5] proves that even the density of Latinate 

words from the distinct text domains performs acceptable to distinguish 

the spoken and written BNC texts in an average precision rate of 80%. 

This work aims to further disclose whether the words having Latinate 

etymologies are effective in distinguishing BNC written texts. 

3   PREVIOUS STUDIES 

Feature selection is the first key step in a successful task of text 

categorization. The previous works for this step were mainly based on 

machine learning theory to pick up the features which are significant in 
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statistical calculation. When reviewing previous studies with respect to 

this step, we have in mind two motivations: (1) what indexing terms 

were selected as features and (2) what weighting schemes were applied 

to score the selected terms. The features have been typically discussed 

in relevant studies including single tokens/words [12], keywords [1, 

25], bi-grams/n-grams [17, 20], noun phrases [3, 26], and syntactically 

bounded phrases [16, 18] with respect to the predefined/learned 

syntactic patterns. Among these features, it has been reported that 

“stemmed or un-stemmed single words as features give better classifier 

performance compared with other types of features” [3]. With the 

summarization on these reviewing facts, this paper makes the typical 

choice of the indexing terms as different individual tokens like BOW, 

Latinate tokens, and stemmed tokens from four types of content words. 

 For weighting schemes, studies [8, 22] have reported that 

traditional feature selection methods may be over relied when 

identifying statistical significant features. Likewise, Olsson [12] 

reported that χ2 
are known to be misled by infrequent terms. Liao [3] 

also concluded that LOG(tf).IDF as feature weight gives better 

classifier performance than other types of feature weighting schemes. 

In this work, we utilize the interface of StringtoWordVector provided 

by WEKA to transform the selected features into tf*idf vectors as the 

input of learning algorithms supported by WEKA as well. 

To the end of learning algorithms on the tasks of TC, the theory 

from machine learning is usually applied, like Naïve Bayes 

Classification [6, 25], Support Vector Machine [6, 8, 15, 25], KNN [6, 

8, 12], Decision rule/tree [2, 19] etc. Damerau and Weiss stated in [2] 

that machine generated decision rules able to compete with human 

performance in text categorization, whereas Joachims proved that better 

result can be achieved by using Support Vector Machines [14]. J. 

Wulandini [6] also showed SVM performs the best compared with 

Naive Bayes and KNN with 92.5% of accuracy. In this work, we select 

Naive Bayes, C4.5 Decision Tree, and SVM from WEKA as the 

learning algorithms to evaluate the candidate feature sets. 

4   THE PROPOSED METHOD 

The architecture of machine learning based text categorization consists 

of two main parts (1) Feature selection procedure to identify candidate 

features; then reduce the feature space using filters; and finally 

transform the selected textual features into numerical values. (2) The 
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learning procedure to learn a training model and classify the testing 

data. Fig. 1 gives the full picture to describe the standard text 

categorization procedure. This work focuses on the first part, hence, we 

describe the procedures 1.1, 1.2 and 1.3 which while fulfilled will 

append the candidate features into the scalable features database 

discussed in the next section. 

 

Raw Training Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Architecture of ML-based TC system 

4.1   BUILDING UP THE FEATURES DATABASE  

In order to compare with the other types of features, we include BOW, 

Noun/Verb/Adjective/Adverb tokens as well. Fig. 2 is the framework to 

identify the different types of candidate features mentioned in the 

process 1.1 in Fig. 1.  

 BNC has been well annotated in terms of tokenization, 

lemmatization as well as part-of-speech (POS) tags. Upon the feature 
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by stemmed tokens for each of the HWs, process 2.2 employs a top-

2000 frequent wordlists which is calculated based on the whole corpus 

to filter out the most frequent tokens. The filtered HWs are fed with 

POS tags to extract the features of Noun/Verb/Adjective/Adverb tokens 

in the process 2.5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Framework to build up the features DB 

Coming back to the extraction of Latinate tokens, in process 2.3, CED 

dictionary is firstly utilized to look for root words with etymological 

origins. These three types are exemplified as follows: 

 

1. cabezon ety Spanish, from cabeza head, ultimately from Latin caput 

2. agglutinin ety C19: #7 agglutinate 

3. cabinet-making sub head cabinet-maker 

 

The first type assigns Latin as the etymology of the word “cabezon”. In 

the second case, the etymology of “agglutinin” is assigned by looking 

for the etymology of “agglutinate”. The third type takes the etymology 
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of “cabinet-maker” as the etymology of “cabinet-making”. All of the 

three types of tags when traced extract a total of 48,593 etymological 

entries. For this writing, all entries having Latinate etymology will be 

further selected from the etymology database as the input to extract 

Latinate tokens in the process 2.4. The output from the processes 2.2, 

2.4, and 2.5 will be appended to the feature database as the input for the 

selected classifiers in the next section. 

For the process 1.2 of feature filtering in Fig. 1, we employ the 

default filter from WEKA to remove the functional words as well as the 

words with the frequencies less than 3 for the BOW feature sets to 

reduce the features space. 

For the feature transformation in the process 1.3 of Fig. 1, the 

standard tf*idf supported by WEKA is applied to index the terms. 

4.2   LEARNING CLASSIFIER 

To show tokens with Latinate etymologies the discriminative features, 

Naïve Bayes, C4.5 Decision Tree (J48 in WEKA), and SVM (SOM in 

WEKA) are selected as learning classifiers to evaluate the selected 

features. All these classification algorithms are trained using WEKA’s 

default parameter setting such as in SMO using polynomial kernel 

function, the complexity parameter as C = 1.0 and exponent = 1.0.  

5   EXPERIMENTAL DESIGN 

The experiment is designed with two testing approaches applied. Firstly, 

the training models with respect to each learning classifiers are built up 

based on the train-and-test approach. With the aim of keeping the 

optimization possible, in the train-and-test approach, each category in 

the initial BNC corpus has been randomly split into 80% of each as 

training set to build up the classifier, and an exclusive 20% of each as 

testing set to test the effectiveness of the classifier. The above splitting 

is repeated in 5 times. Alternatively, the approach of 5-fold cross 

validation supported by WEKA is also employed to obtain a macro-

averaged performance over the different classes. Table 1 shows the 

number of even-sized texts under each of the written categories with 

one sample train-test splitting. 
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Table 1.  Number of texts in written categories. 

 Fiction News Otherpub Unpub 

Train 2,986 2,856 2,946 2,911 

Test 811 826 831 761 

5.1   FEATURE SETS 

Six datasets such as BOW tokens, Latinate tokens, adjective 

tokens, noun tokens, verb tokens, and adverb tokens are used in 

the experiment. Table 2 shows the number of instances in 

different datasets used as input for the three selected classifiers 

as well as the time cost by the classifiers to build up the training 

models. 

As stated above, there are total 48,593 etymological entries 

extracted from CED. Taking the entry list as an input to extract 

the Latinate tokens, total 2,338 instances of Latinate tokens are 

returned from the four categories.  In the experiment, the 

number of features in the set of Latinate tokens are 

approximately the order of 10
5
, in the other sets equal to the 

number of instances times 50. We follow the complexity analysis 

scheme raised in [21] by using a percentage of features when 

evaluating the performance of the different types of features, 

because of the absolute size of tokens vary greatly in the above 

different feature sets. 

Table 2. Number of instances in each dataset. 

No. of Instances Time to Train Model (minutes)  

Train Test Bayes J48 SMO 

Latinate Tokens 2,338 645 .073 0002 0.17 

BOW 75,698 15,140 0006 0469 1982 

Adj. Tokens 20,873 5,651 1.13 0093 0099 

Noun Tokens 51,409 13,603 3.08 0260 0446 

Verb Tokens 34,858 9,291 2.10 0178 0286 

Adv. Tokens 12,070 3,363 0.63 19.5 0026 
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5.2   EVALUATION 

We wish to compare the impact of different feature sets based on 

different evaluation scheme such as precision, recall, Break-even-point 

(BEP), and macro-average F-measure. With respect to the contingency 

table described in Table 3, the above named evaluation scheme is 

defined in formula (1)-(4). 

Table 3.  Contingency table. 

System      Prediction  

Yes No 

Yes TP FN Standard  

Answer No FP TN 

 

FPTP

TP
Pprecision

+
=:  (1) 

FNTP

TP
Rrecall

+
=:  (2) 

2
:

RP
BEPBEP

+=  (3) 

RP

PR
FmeasureF

+
=− 2

:  (4) 

Macro-average F-measure is the average on F scores of all the classes. 

 

TP: True Positive results;  FN: False Negative results 

FP: False Positive results;  TN: True Negative results 

5.3   EXPERIMENTAL RESULTS 

Table 4 shows the Macro-averaged precision (P), recall (R), BEP (B), 

and F-value (F) over four categories against the above six features with 

5-fold cross-validation for the selected classifiers Naïve Bayes (NB), 

J48, and SMO respectively. 
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Table 4. Average performance over four categories with respect to the 

feature sets. 

NB BOW Latin Adj. Noun Verb Adv. 

P .654 .845 .652 .608 .624 .708 

R .661 .814 .671 .633 .624 .686 

B .657 .830 .662 .621 .624 .697 

F .657 .820 .662 .620 .624 .697 

J48 BOW Latin Adj. Noun Verb Adv. 

P .693 .899 .525 .540 .542 .566 

R .680 .890 .530 .542 .552 .575 

B .687 .895 .528 .541 .541 .571 

F .686 .890 .524 .540 .545 .569 

SMO BOW Latin Adj. Noun Verb Adv. 

P .709 .983 .675 .625 .670 .636 

R .690 .980 .684 .636 .669 .649 

B .700 .982 .680 .631 .670 .643 

F .700 .982 .679 .630 .670 .642 

 

 

 

Fig. 3 and Fig. 4 show the performance for the conducted feature sets 

with respect to the three selected classifier in macro-precision and 

macro-F-value. 

The consistent agreement is achieved from both Fig. 3 and Fig. 4 

that the best performance was achieved with the feature set based on 

Latinate tokens. The same conclusion also holds true for all the three 

selected learning algorithms. Especially in SMO, both the precision and 

macro-F-value vary in the range of 88% to 98% with the increase of the 

number of features, which outperform other features such as noun 

tokens which produced the precision of 62.5% and F-value of 63% on 

average. The results also disclose that the performance with Latinate 

tokens as features increases when the number of features in the feature 

set increases, while this characteristic is not significant for the other 

feature sets used in our experiments. Except for Latinate tokens, no 

consistent conclusion can be drawn for the other feature sets with 

respect to the three algorithms. SMO and J48 give better performance 

for BOW compared with the features of noun/verb/adjective/adverb 

tokens, while the worst macro-performance was recorded for adjective 

tokens. 
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Fig. 3. Precision on six feature sets 
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Fig. 4. F-value on six feature sets 
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6   CONCLUSION AND FURTHER DISCUSSION 

This work has tested a number of different feature sets using the 

learning algorithms of Naïve Bayes, Decision Tree, and SMO from 

WEKA. The experiments reported in this article concludes that features 

based on Latinate tokens are superior to the features of BOW as well as 

stemmed noun/adjective/adverb/verb tokens, in both accuracy and 

training efficiency. This study finds almost the best performance in the 

term of F-measure over 98% with the features of the stemmed Latinate 

tokens reported so far. The result additionally confirms the previous 

findings [6, 14] that SVM classifier achieves an outstanding 

performance on the tasks of TC.  

Table 4 in Section 5.3 shows that the Latinate tokens as features 

outperform other selected feature sets. When we look back to try to 

seek any explanation for the above special result, two reasons appear to 

be noteworthy for further study. The first reason is that the number of 

instances is inconsistent in the named feature sets. The number of 

instances is in terms of thousands in the feature set of Latinate tokens, 

while it is in terms of tens of thousands in the other four feature sets 

(Adj/Noun/Verb/Adv). For this observation, we make the number of 

instance in each of the above four feature sets evenly by randomly 

selecting thousands from each of them. The second reason is that the 

number of categories tested in the experiments is small (four in total). 

To this end, we extend the experiments into eight categories including 

ACPROSE (academic prose), CONVRSN (conversation), FICTION 

(fiction), NEWS (news), OTHERPUB (other publication), NONAC 

(non-academic propose), OTHERSP (other speech), UNPUB 

(unpublished writing). The results shown in Table 5 agree with the 

results from Table 4 and in both cases Latinate tokens perform the best 

among the five feature sets. This thus reinforces our conclusion that 

Latinate tokens constitute an effective discriminative feature set for the 

tasks of text categorization. 
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Table 5.  Performance over eight categories with even number of instances 

based on the six feature sets. 

NB Convrsn Othersp Acprose Nonac Fiction News Otherpub Unpub 

P .923 .734 .76 .779 .799 .853 .853 .693 

R .712 .715 .73 .684 .667 .735 .736 .72 

B .817 .725 .745 .732 .733 .794 .795 .707 

Latin 

F .804 .724 .745 .728 .727 .789 .790 .707 

P .702 .671 .182 .194 .518 .573 .314 .615 

R .745 .606 .522 .398 .714 .592 .473 .521 

B .723 .638 .352 .296 .616 .582 .393 .568 

Adj 

F .723 .637 .269 .261 .600 .582 .377 .564 

P .694 .696 .412 .559 .709 .692 .594 .493 

R .786 .581 .648 .330 .878 .555 .309 .244 

B .74 .567 .469 .511 .703 .588 .526 .540 

Noun 

F .737 .538 .462 .507 .703 .569 .517 .536 

P .601 .508 .361 .391 .612 .528 .467 .325 

R .794 .598 .439 .414 .790 .586 .494 .580 

B .697 .553 .400 .402 .701 .557 .481 .452 

Verb 

F .684 .549 .396 .402 .689 .555 .480 .416 

P .727 .631 .548 .265 .651 .641 .400 .282 

R .778 .586 .598 .368 .789 .567 .375 .333 

B .752 .608 .573 .316 .720 .604 .387 .307 

Adv 

F .752 .608 .572 .308 .713 .602 .387 .305 

J48 Convrsn Othersp Acprose Nonac Fiction News Otherpub Unpub 

P .589 .690 .736 .821 .736 .821 .916 .826 

R .621 .723 .488 .738 .932 .833 .928 .870 

B .605 .706 .612 .779 .834 .827 .922 .848 

Latin 

F .604 .706 .587 .777 .822 .827 .921 .847 

P .419 .314 .336 .304 .407 .412 .261 .321 

R .402 .334 .356 .305 .452 .373 .250 .312 

B .411 .324 .346 .304 .430 .392 .255 .316 

Adj 

F .410 .323 .346 .304 .428 .391 .255 .316 

P .498 .275 .386 .221 .237 .229 .142 .217 

R .394 .427 .339 .154 .142 .435 .141 .130 

B .446 .351 .362 .187 .189 .332 .141 .173 

Noun 

F .439 .334 .361 .181 .177 .300 .141 .162 

P .408 .337 .317 .265 .372 .281 .239 .315 

R .387 .337 .364 .235 .416 .361 .218 .278 

B .397 .337 .341 .250 .394 .321 .228 .297 

Verb 

F .397 .337 .338 .249 .393 .316 .228 .295 

P .505 .402 .354 .203 .330 .502 .219 .191 

R .537 .502 .253 .170 .388 .526 .202 .195 

B .521 .452 .303 .186 .359 .514 .211 .193 

Adv 

F .521 .446 .295 .185 .356 .514 .210 .193 
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SMO Convrsn Othersp Acprose Nonac Fiction News Otherpub Unpub 

P .800 .894 .722 .731 .880 .960 .933 .927 

R .582 .766 .570 .633 .961 .873 .956 .653 

B .691 .830 .646 .682 .921 .916 .944 .940 

Latin 

F .674 .825 .637 .678 .919 .914 .944 .939 

P .516 .418 .298 .531 .433 .344 .228 .264 

R .673 .582 .257 .243 .720 .560 .339 .430 

B .594 .500 .277 .387 .576 .452 .283 .347 

Adj 

F .584 .487 .275 .333 .541 .426 .272 .327 

P .617 .357 .446 .273 .622 .351 .280 .441 

R .696 .596 .481 .237 .551 .591 .441 .375 

B .656 .476 .463 .255 .586 .471 .361 .408 

Noun 

F .654 .446 .462 .253 .584 .440 .342 .405 

P .532 .400 .302 .314 .558 .323 .304 .298 

R .698 .588 .305 .282 .607 .506 .392 .354 

B .615 .494 .303 .298 .582 .414 .348 .326 

Verb 

F .604 .476 .303 .297 .581 .394 .342 .323 

P .601 .532 .502 .220 .476 .452 .264 .211 

R .740 .696 .402 .283 .629 .632 .303 .264 

B .671 .614 .452 .252 .552 .542 .283 .238 

Adv 

F .663 .603 .446 .247 .542 .527 .282 .234 
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ABSTRACT

A summary of any event type is only complete if certain infor-
mation aspects are mentioned. For a court trial, readers will at
least want to know who is involved and what the charges and the
sentence are. For a natural disaster, they will ask for the disas-
ter type, the victims and other damages. Will a co-occurrence or
frequency-based sentence extraction summariser automatically
provide the requested information, or would the results be better
if an information extraction (IE) system first detected the summary-
crucial aspects? To answer this question, we compared the per-
formance of a purely co-occurrence-based method with a system
that additionally makes use of targeted IE. As each event type
requires different information aspects and not all of them were
covered by the existing IE software, we used a tool that learns
semantically related terms to cover the remaining aspects. The
comprehensive evaluation in the TAC’2010 competition showed
that event extraction is indeed beneficial for summarisation per-
formance, and that summary quality is directly related to IE qual-
ity. Our integrated system was ranked among the top systems par-
ticipating at TAC.

1 INTRODUCTION

Our main goal is to produce succinct multilingual summaries within the
Europe Media Monitor (EMM)1 framework. The news collator gathers

1 http://emm.jrc.it/overview.html
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around100, 000 news articles every day from various news sources and
continuously groups them, producing topic-homogeneous news clusters
for each of a set of40+ languages. There are thus many news clusters
in various languages, varying in size from two to more than a hundred
articles. Multi-document summarization systems can potentially reduce
this big bulk of highly redundant news data and obtain one succinct text
which summarizes the most important content.

Evaluation of multi-document summarisation is difficult and time-
consuming. Teams participating in the summarisation task of the Text
Analysis Conferences TAC, organised by the US National Institute of
Standards and Technology, benefit from a thorough evaluation of the
output of competing systems on a standard test set. While the task in
TAC’2009 simply was to produce a concise summary of a cluster of re-
lated news articles, TAC’2010 requested that a given list of core informa-
tion aspects for different event types be addressed in the automatic sum-
maries. This ambitious and challenging requirement is congruous with
current, IE-aware trends in the field of summarization [1, 2].

In this paper, we present a novel approach to combining standard ex-
tractive summarization techniques with higher-level information extrac-
tion in a neat and unified manner. By submitting results produced by both
this new approach and the standard technique to the TAC’2010 compe-
tition, we received a detailed comparative evaluation of both methods,
giving us insight in the relative benefits of either approach.

One successful approach to standard summarization (e.g., yielding
scores in the top 10% at previous TACs) builds on the Latent Semantic
Analysis (LSA) paradigm. Proponents of this approach to summariza-
tion include [3, 4]. Being, by definition, a language-independent approach
which is one of the core requirements in our setup, we decided to adopt it
as a foundation for building an IE-aware summarizer. Additionally, from
the news collator project for which we are building the summarization
system, a mature multilingual event extraction (EE) system [5] was made
available to us. Coincidentally, it was purpose-built for a very similar do-
main to that of the TAC corpora and as such, it by definition covered
several of the aspects specified in the summarization track of TAC’10. In
order to cover some of the remaining aspects of the TAC’10 track, we in
addition used a system implementing statistical distributional semantics
methods to learn new terms lexically similar to an initial seed of terms
[6].

In the remainder of this paper we firstly discuss related work (section
2), then, in section 3, we describe the information extraction tools we
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used, followed by the description of our hybrid IE-aware summarization
approach in section 4. Next, in section 5 we present a detailed analysis of
the results obtained at TAC’10, and finally, we conclude and give pointers
to future work.

2 RELATED WORK

There is several related work carried out in the past which tried to exploit
the potential of using information extraction in summarization. As a pio-
neering effort, the SUMMONS system [7], which summarized the results
of MUC-4 IE systems in the terrorism domain, was the first to suggest us-
ing IE in a summarization system, though no evaluation was carried out.
In [8] another system that combined information extraction and summa-
rization was presented. Even though the potential improvement in content
coverage when simulating the output of the IE system was demonstrated,
using the actual output of the IE system was not good enough. Another
attempt to use IE and summarization in a sequential pipeline was pro-
posed in [9]. The system dynamically determined the focus of the article
(mainly based on the analysis of entity mentions), which in turn deter-
mined the specific information that was extracted. However, the study
arrived at inconclusive results. In [2] an approach that used templates
conceived from the rhetorical structure of scientific papers was proposed.
The templates guided the search for appropriate sentences in the source
text. In [1] a new set of features based on low-level, atomic events that
describe relationships between important actors in a document or set of
documents was presented. Using the event-based features resulted in an
improvement in summary quality over using lexical features, but also in
avoiding summary redundancy.

3 INFORMATION EXTRACTION FOR SUMMARIZATION

We describe here information extraction components we used to capture
the required summary information. For capturing highly frequent topics
in a cluster we use in addition to lexical features (words and bigrams)
also person, organization and location entity mentions discovered by our
entity recognition and disambiguation tools. For capturing the category-
related aspects we used our event extraction system and the tool for auto-
matic learning of semantic classes.
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3.1 Entity Recognition and Disambiguation

Within the EMM’s NewsExplorer project2 multilingual tools for geo-
tagging [10] and entity disambiguation [11] were developed. We used
both systems to extract information about mentions of the entities in the
TAC clusters. The extracted features were used as additional features in
co-occurrence calculation but also to capture several aspects (places of
events and persons involved in investigations).

3.2 Aspects Identified by NEXUS

NEXUS is an event extraction system which analyzes news articles re-
porting on violent events, natural or man-made disasters (see [5] for de-
tailed system description). The system identifies the type of the event
(e.g., flooding, explosion, assassination, kidnapping, air attack, etc.), num-
ber and description of the victims, as well as descriptions of the perpetra-
tors and the means, used by them. For example for the text “Three people
were shot dead and five were injured in a shootout”, NEXUS will return
an event structure with three slots filled: Theevent typeslot will be set to
shooting; thedead victimsslot will be set tothree people; and theinjured
slot will be set tofive. Event extraction is deployed as a part of the EMM
family of applications, described in [12].

NEXUS relies on a mixture of manually created linguistic rules, lin-
ear patterns, acquired through machine learning procedures, plus domain
knowledge, represented as domain-specific heuristics and taxonomies.
For example, one of the linear patterns for detection ofdead victimsis
[PERSON-GROUP] were shot dead. The [PERSON-GROUP]phrases
are recognized by a finite-state grammar. Event type detection is done
through a combination of keywords, a Naive Bayes statistical classifier
and several domain-specific rules.

NEXUS has been used to analyze online news in several languages
and showed reasonable levels of accuracy [5].

We found out that some of the aspects, relevant to the summarization
task, correspond to the information extracted by NEXUS. In particular,
the aspects “What happened”, “Perpetrators” and “Who affected” have
corresponding slots in the event structures of NEXUS.

In our summarization experiments we ran the event extraction system
on each news article from the corpus and we mapped extracted slots to
summarization aspects. This was done in the following way: The event

2 http://emm.newsexplorer.eu/
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type (e.g., terrorist attack) was mapped to the aspect “What happened”;
the slot “Perpetrator” was mapped to the aspect “Perpetrators”; and the
values for the aspect “Victims” were obtained as a union of the event
slots: “Dead victims”, “Injured”, “Arrested”, “Displaced”, “Kidnapped”,
“Released hostages” and “People, left without homes”. At the end, from a
fragment like: “three people died and many were injured”, the system will
extract two values for the aspect “Who affected”, namely “three people”
and “many”.

3.3 Learning Lexica for Aspect Recognition

Ontopopulis is a system for automatic learning of semantic classes (see
[6] for algorithm overview and evaluation). As an input, it accepts a list of
words, which belong to a certain semantic class, e.g. “disasters”, then it
learns additional words, which belong to the same class. Ontopopulis is a
multilingual adaptation of a syntactic approach described earlier in [13].
This approach accepts one or several seed sets of terms, each belonging
to a semantic class; then, it finds other terms, which are likely to belong
to the same semantic class.

Ontopopulis extracts for each semantic class a list of context features,
n-grams which tend to occur with the seed set for this class. Each n-
gram has a statistical score assigned to it. At the end, for each seman-
tic class, the system finds other terms, which tend to co-occur with its
context features. These terms are considered as candidate terms for the
corresponding semantic class. For example, if we want to learn words
from the class “natural disaster”, we can give to Ontopopulis the follow-
ing seed setearthquake, flooding, tsunami. Then, the system learns terms
like mudslides, landslide, tornado, cyclone, flash floods, fire, wildfires,
etc.

Clearly, the system output needs to be manually cleaned, in order
to build an accurate lexicon. Since the terms are ordered by reliability
(more reliable terms are at the top), the user can review the list, starting
at the top, deciding where to stop on the basis of his/her availability or the
quality of the list around the point reached within the list. The unrevised
items are discarded. Another possibility is to skip the manual reviewing
process and take all the terms up to a certain threshold. This approach,
however, cannot guarantee very high accuracy.

We learned 4 lexicons, using Ontopopulis, followed by manual clean-
ing. Each lexicon was relevant to a specific summary aspect. The four as-
pects covered by our lexicons are: “Damages”, “Countermeasures”, “Re-
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source”, and “Charges”. Here we give a short sample from each of the
learned lexicons:

1. Damages: damaged, destroyed, badly damaged, extensively damaged,
gutted, torched, severely damaged, burnt, burned

2. Countermeasures: operation, rescue operation, rescue, evacuation,
treatment, assistance, relief, military operation, police operation, se-
curity operation, aid

3. Resource: water, food, species, drinking water, electricity, gas, forests,
fuel, natural gas

4. Charges: rape, kidnapping, aggravated, murder, attempted murder,
robbery, aggravated assault, theft, armed robbery

The words and multi-word terms from these four lexicons were used
to trigger the corresponding summary aspects.

4 SENTENCE EXTRACTION BASED ON CO-OCCURRENCE AND

ASPECTINFORMATION

In this section we describe how the extracted information is combined
with lexical features to produce summaries that contain frequently men-
tioned information (derived from co-occurrence analysis) as well as the
required aspects.

4.1 LSA-based Co-occurrence Information

Originally proposed by [3] and later improved by [14], this approach first
builds a term-by-sentence matrix from the source, then applies Singular
Value Decomposition (SVD) and finally uses the resulting matrices to
identify and extract the most salient sentences.

The LSA approach to summarization first builds a term-by-sentence
matrix from the source, then applies Singular Value Decomposition (SVD)
and finally uses the resulting matrices to identify and extract the most
salient sentences. SVD finds the latent (orthogonal) dimensions, which
in simple terms correspond to the different topics discussed in the source.

More formally, we first build matrixA where each column represents
the weighted term-frequency vector of sentencej in a given set of doc-
uments. The weighting scheme we found to work best is using a binary
local weight and an entropy-based global weight (for details see [14]).
If we generalize the notion of term to entail, in addition to words, also
entities we can obtain a semantically enriched representation.
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After that step Singular Value Decomposition (SVD) is applied to
the above matrix asA = USVT , and subsequently matrixF = S · VT

reduced tor dimensions3 is derived. This matrix that is passed to the
sentence selection phase represents the topics of the cluster identified by
co-occurring features.

4.2 Aspect Information

We use the aspects identified by the information extraction tools to boost
the co-occurrence-based scores of the sentences that contain the aspects
relevant to the corresponding cluster category. For each article cluster we
build an aspect-by-sentence matrixP which contains boolean values to
store the aspects’ presence/absence in sentences. For each cluster cate-
gory a different set of aspects is applied. This matrix is used in the sen-
tence selection process then.

4.3 Sentence Selection

Input to the sentence scoring/selection is formed by matricesF, contain-
ing information about the most important topics within the cluster, andP,
containing aspect information.

Sentence selection (see figure 1) starts with measuring the length of
sentence vectors in matrixF. The length of the vector can be viewed as a
measure for importance of that sentence within the top cluster topics. We
call it ‘co-occurrence sentence score’. For the aspect matrix (P) we do
the same: measuring the length of sentence vectors. In this case the score
corresponds to how many relevant aspects the sentences contain (‘aspect-
based sentence score’). The two scores are then combined in a way that
the aspect-based score works as a booster for the co-occurrence score.
The formula for the overall score computation is defined as follows:

oj = |fj |(1 + |aj |bc). (1)

whereoj is the overall score of sentencej, |fj | and |aj | are its corre-
sponding vectors lengths in matricesF andP. Coefficientbc can control
the impact of aspects on the overall score.

3 The degree of importance of each ‘latent’ topic is given by the singular values
and the optimal number of latent topics (i.e., dimensions)r can be fine-tuned
on training data.
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Fig. 1.Sentence selection process.

The sentence with the largest overall score is selected as the first to
go in the summary (its corresponding vector inF is denoted asfbest, sim-
ilarly pbest for P). After placing it in the summary, the topic/sentence
distribution in matrixF is changed by subtracting the information con-
tained in that sentence:
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F(it+1) = F(it) − fbest · fTbest

|fbest|2
· F(it), (2)

The vector lengths of similar sentences are decreased, thus prevent-
ing within-summary redundancy. For aspects, however, we wish to select
diverse information as well. But we take a different approach for that.
There are cases in which the same aspect should be repeated. For ex-
ample, for a killing event we want to see the date of the killing and the
date when the perpetrator was arrested. Another example are countermea-
sures. Both following snippets were found important in a model summary
of TAC’09 data:Russian rescue attempts to free and raise the submarine
were unsuccessful. Russia requested international help. Thus, we lower
the influence of the aspects already contained in the summary but we do
not zero it. Also, we do not use the same formula as in the case of matrix
F because here we are in positive low-dimensional space in comparison
with the positive/negative high-dimensional LSA latent space. We use the
following formula to update each value in matrixP :

p(it+1)
i,j = dc ∗ p(it)

i,j , if p(it)
i,best > 0. (3)

By dc we can control the fadeout of used aspects (a value from 0 to 1).
After the subtraction of information in the selected sentence, the pro-

cess continues with the sentence which has the largest overall score com-
puted from updated matricesF andP. The process is iteratively repeated
until the required summary length is reached.

5 RESULTS AND DISCUSSION

The task was to produce a 100-word summary for a set of 10 newswire
articles for a given topic, where the topic falls into a predefined set of
categories. This was similar to last year’s task definition (TAC’09), but
as oppposed to last year’s event, this year’s participants (and human sum-
marizers) were given a list of important aspects for each category, and a
summary had to cover all those aspects, if possible. The summaries could
also contain other information relevant to the topic.

There was an update part of the task this year as at TAC’08 and
TAC’09: to produce a 100-word update summary of a subsequent 10
newswire articles for the topic, under the assumption that the user has
already read the earlier articles.
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The defined categories and their aspects were the following:4

1. Accidents and Natural Disasters (1.1 WHAT, 1.2 WHEN, 1.3 WHERE, 1.4
WHY, 1.5 WHO AFFECTED, 1.6 DAMAGES, 1.7 COUNTERMEASURES),

2. Attacks (2.1 WHAT, 2.2 WHEN, 2.3 WHERE, 2.4 PERPETRATORS, 2.5
WHY, 2.6 WHO AFFECTED, 2.7 DAMAGES, 2.8 COUNTERMEASURES),

3. Health and Safety (3.1 WHAT, 3.2 WHO AFFECTED, 3.3 HOW, 3.4 WHY,
3.5 COUNTERMEASURES),

4. Endangered Resources (4.1 WHAT, 4.2 IMPORTANCE, 4.3 THREATS, 4.4
COUNTERMEASURES),

5. Investigations and Trials (5.1 WHO, 5.2 WHO INVOLVED, 5.3 WHY, 5.4
CHARGES, 5.5 PLEAD, 5.6 SENTENCE).

We used several types of information extraction for capturing the as-
pects. Several aspects were identified by our event extraction system:

– WHAT HAPPENED (used for aspects 1.1, 2.1, 3.1, 5.3): = type of event (e.g.
‘bombing’);

– WHO AFFECTED (1.5, 2.6, 3.2, 5.1) = number of victims/injured/ displaced
etc. (we extracted a full string, not only a number, e.g. ‘200 soldiers killed’);

– PERPETRATORS (2.4, 5.1).

We treated the aspect 5.1 in a special way. For several event types,
like ‘arrest’ the affected person is the one who is investigated, however,
for other types of events like ‘killing’ that person is the perpetrator. This is
the reason why we used both WHO AFFECTED and PERPETRATORS
slots for capturing the aspect.

The lexical lists of semantically similar terms were generated for cap-
turing the following aspects:

– DAMAGES (1.6, 2.7);
– COUNTERMEASURES (1.7, 2.8, 3.5, 4.4);
– RESOURCE (4.1) = list of resources;
– CHARGES (5.4).

For the identification of temporal expressions (aspects 1.2, 2.2) we
produced simple lists of month names etc. Now we work on including a
proper temporal analysis.

In the case of aspect 5.2 we took advantage of the fact that we have
information about person mentions in the text. This aspect was set in the
case that there was a person mentioned in the particular sentence. We

4 For full definition of the aspects see the official task guidelines:http:
//www.nist.gov/tac/2010/Summarization/Guided-Summ.
2010.guidelines.html .
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took the same approach for locations (1.3 and 2.3). All locations were
considered as fillers of that aspect.

We did not deal with the most complex aspects (1.4, 2.5, 3.3, 3.4, 4.2,
4.3, 5.5, 5.6). We simply rely on the fact that they should be captured by
the co-occurrence part of the sentence scorer if they seem to be important
(frequently mentioned).

We submitted two runs. The first one (RUN-IE) is the complete pro-
posed system: it combines co-occurrence and aspect information. The
second run (RUN-CO) represents our baseline system: it uses only co-
occurrence information (including lexical and entity co-occurrence). In
the remainder of this discussion we refer to the former run as the IE run
and the latter as non-IE run (but note that the non-IE run includes the
named entity information).

The summaries were evaluated at the NIST for content (based on
Columbia University’s Pyramid method [15]), readability / fluency and
overall responsiveness. ROUGE [16] and BE [17] scores were also pro-
vided.

The total number of systems this year was 43 including two baselines.
The 1st baseline (LEAD) was the first 100 words from the most recent
document, the 2nd baseline was the output of the MEAD summarizer
[18]. 23 groups participated.

We can analyze 3 types of results. The overall results compare the
systems based on all 46 topics (clusters) – basic and update summaries.
We have also results for each category. But also, we can see how well we
identified each aspect (only pyramid scores are available).

5.1 Overall Results

Table 1 contains the overall TAC results for initial summaries. We report
the results and corresponding ranks (in brackets) within all the 43 systems
of the two best TAC systems, our two submissions, and the two baselines.

In the case of initial summaries the run that included aspects (run
25) performed better in the overall responsiveness and linguistic quality
than the run based on co-occurrence only (run 31). It was slightly worse
when evaluated by the Pyramid method. We do not report here the eval-
uation of the number of repetitions, but also in this qualitative measure
the aspect-based run was better. The reason could be that we try to se-
lect diverse aspects here. Overall, both our systems were ranked high in
linguistic quality. One reason could be that sentences that contain full
entity mentions, which are used as features in the co-occurrence-based
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Table 1.TAC’10 results of the Guided summarization task - initial summaries.

Run ID Overall Linguistic Pyramid
responsiveness quality score

16 (the best run in Overall resp.) 3.17(1) 3.46 (2) 0.40 (4)
22 (the best run in Pyramid score) 3.13 (2) 3.11 (13)0.43(1)

RUN-IE (co-occurrence+aspects) 2.98 (10) 3.35 (4) 0.37 (18)
RUN-CO (co-occurrence only) 2.89 (19) 3.28 (6) 0.38 (13)

2 (baseline - MEAD) 2.50 (27) 2.72 (29) 0.30 (26)
1 (baseline - LEAD) 2.17 (32) 3.65(1) 0.23 (32)

part of the sentence scorer, are getting higher scores. They are usually
summary-worthy sentences and are less likely to contain anaphoric refer-
ences to entities in the preceding context. Our systems performed better
than both baselines, with the obvious exception of the LEAD baseline
and linguistic quality (the summary is formed by a continuous text from
one article). The score differences between our systems and the best two
listed systems (16 and 22) were not significant5.

5.2 Category-focused Results

Now we continue with the discussion of the results for each category.
We report the scores and ranks of both our systems in each cell of the
table – the first score and rank correspond to Run 25 (with information
extraction-based aspect capturing), the second to Run 31 (co-occurrence
only).

Table 2.Scores and ranks of our runs for each category (RUN-IE – RUN-CO).

Category Overall Linguistic Pyramid
responsiveness quality score

1. Disasters 3.00 (23) -3.57 (2) 3.43 (3) - 3.29 (5) 0.38 (23) -0.43 (10)
2. Attacks 3.71 (3)- 2.86 (22) 3.29 (4)- 3.00 (16) 0.56 (6)- 0.49 (18)
3. Health 2.75 (6)- 2.42 (21) 3.33 (6) - 3.25 (9) 0.30 (9) - 0.31 (7)
4. Resources 2.50 (25) - 2.60 (21) 3.60 (3) - 3.40 (6) 0.24 (29) - 0.27 (23)
5. Investigations 3.20 (6) - 3.30 (2) 3.10 (10) -3.40 (2) 0.45 (14) - 0.47 (5)

5 Here we omit the discussion of the results on update summarization, since our
main interest is in the core summarization task.
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In the case of the category “Accidents and natural disasters” the co-
occurrence-only approach worked clearly better than the approach with
IE. Our simpler run was ranked 2nd in overall responsiveness. The reason
of the weaker performance of the IE-based run could be that several times
the summarizer selected a sentence that mentioned a historical event, not
the event that the cluster was focused on (like a previous earthquake in
the same place).

On the contrary, in attacks we can see a really huge improvement with
IE: 6th in Pyramids (compared to 18th), 3rd in overall resp. (compared
to 22nd) and 4th in linguistic quality (compared to 16th). It could be
explained by the fact that this category is the focus of the event extraction
system.

In the ‘health and safety’ category we can notice an improvement
when using IE, except for Pyramids. Overall, the runs were ranked high
in that category. In the case of ‘endangered Resources’ the results were
poor. We did not focus on this particular category. The linguistic quality,
however, showed high levels also for this category.

In the last category, investigations and trials, the system without IE
worked better but the differences in the scores were not significant. Our
simpler system was ranked high: 2nd in both linguistic quality and overall
responsiveness, and 5th in Pyramids.

5.3 Aspect-focused Results

In this section we focus on the most fine-grained results: how well each
particular aspect was captured. We can use only Pyramid scores for this
evaluation. We report the scores and ranks of our systems and the score
of the best system. However, the best score refers to a different system
for each aspect.

Firstly, we look at the aspects derived from NEXUS (table 3). Clearly,
using type of event as capturing the ‘what happened’ aspect was not suc-
cessful. An indicator like ‘bombing’ seems to be too general for capturing
what happened. It could be left to LSA to cover this aspect by selecting
the most frequent information. In the case of the aspect ‘who affected’
there was a large improvement for the attacks category. Roughly speak-
ing, there was no effect in other categories. We noticed also an improve-
ment in update summaries for this aspect. The IE run was successful in
capturing also the ‘perpetrators’ aspect in comparison with the run with-
out IE. Compared to other systems, however, the runs were ranked only
slightly above the average.
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Table 3. Pyramid scores and ranks of our runs for each aspect identified by the
event extraction system.

Aspect RUN-IE (rank) RUN-CO (rank) Best

1.1 WHAT (disasters) 0.60 (24) 0.79 (3) 0.89
2.1 WHAT (attacks) 0.74 (21) 0.79 (12) 0.88
3.1 WHAT (health) 0.33 (17) 0.36 (14) 0.58
5.3 REASONS (investigations) 0.46 (19) 0.59 (6) 0.67
1.5 WHO AFFECTED (disasters) 0.36 (25) 0.41 (23) 0.68
2.6 WHO AFFECTED (attacks) 0.65 (2) 0.54 (11) 0.66
3.2 WHO AFFECTED (health) 0.29 (6) 0.31 (4) 0.39
5.1 WHO (investigations) 0.67 (17) 0.65 (19) 0.96
2.4 PERPETRATORS (attacks) 0.48 (18) 0.34 (24) 0.69

Next, we look at the aspects derived from the lexical list generated
by Ontopopulis (table 4). In the case of damages we can see worse re-
sults with IE in the category disasters . Treating all events in the cluster
as equal probably led to selecting sentences, and subsequently also dam-
ages, concerned with non-central events. In attacks we can observe, that
without IE we did not capture any damage (the score is 0), compared
to the 4th best performance with IE. ‘Countermeasures’ was the cate-
gory where the IE-based run was very successful in all four categories.
It suggests the lexical lists were the right choice for treating this aspect.
In resource descriptions there was a non-significant improvement with
IE. In capturing charges the co-occurrence information itself performed
better.

Table 4.Pyramid scores and ranks of our runs for each aspect identified by gen-
erated lexical lists.

Aspect RUN-IE (rank) RUN-CO (rank) Best

1.6 DAMAGES (disasters) 0.13 (26) 0.38 (10) 1.25
2.7 DAMAGES (attacks) 0.50 (4) 0 (30) 0.75
1.7 COUNTERMEASURES (disasters) 0.34 (7) 0.19 (29) 0.39
2.8 COUNTERMEASURES (attacks) 0.34 (18) 0.20 (32) 0.65
3.5 COUNTERMEASURES (health) 0.31 (1) 0.24 (7) 0.31
4.4 COUNTERMEASURES (resources) 0.36 (5) 0.29 (12) 0.50
4.1 WHAT (resources) 0.49 (19) 0.46 (25) 0.81
5.4 CHARGES (investigations) 0.33 (27) 0.47 (11) 0.72
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Among the aspects which were treated by other ways the only suc-
cessful one was the ‘who involved’ aspect in investigations. Actually,
giving a larger weight to all person mentions did a great job, ranking
our IE-based submission as the best one. Treating the place aspect the
same way was not successful. For capturing time of the events the co-
occurrence-driven approach worked well in the case of attacks (2nd).

There are several complex aspects on which we have not worked yet.
However, we find that the co-occurrence analysis is able to capture some
of those. For instance, we received top rank for identifying reasons for
attacks, but in the ‘importance of resource’ aspect we did not capture
anything.

6 CONCLUSION

We presented an approach to addressing multi-document summarization
with an IE-aware perspective. The approach combines a co-occurrence-
based summarization system with a mature multilingual event extraction
system and a system for the automatic learning of semantically related
terms tailored to recognise the required aspects. The results showed pos-
itive impact on the clusters that deal with the central focus of the event
extraction system - criminal/terrorist attack. Regarding natural disasters,
the IE system did not successfully distinguish the recent event from his-
toric events mentioned in the same articles, with a negative impact on
summary quality. This can be remedied by preferring information found
at the beginning of the articles, or by performing a proper analysis of
temporal information in the article. Regarding the coverage of new infor-
mation aspects, not initially covered by the IE system used, we saw that
the automatically generated word lists produced good information extrac-
tion and summary results. This shows that we can extend the IE system
to more information aspects for which a reasonable base of seed terms
can be identified. In the absence of IE patterns to recognise the crucial
information aspects, it is more or less left to chance whether these im-
portant aspects are covered by the co-occurrence-based summary or not.
Our next steps include running and evaluating our IE-aware summariza-
tion approach on languages other than English.
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ABSTRACT

This paper presents a machine learning approach to the investi-
gation of the translationese effect on Romanian newspapers texts.
The aim is to train a learning system to distinguish between trans-
lated and non-translated texts. The classifiers achieve an accu-
racy well above the chance level, the results confirming the ex-
istence of translationese manifestation. Also, the experiments in-
vestigate whether there are any traits of the simplification univer-
sal within translated text. The learning system is enhanced with
features previously proposed to stand for this universal, and their
impact on the learning model is assessed.

KEYWORDS: translationese, machine learning, translation stud-
ies

1 INTRODUCTION

Beginning in the eighties, certain studies noted certain characteristics ex-
hibited by translated language compared to non-translated texts. These
unnatural ’fingerprints’ suspected to be characteristic of translated texts
were first described by Gellerstam and the effect was called translationese
[1]. In the nineties, the topic was studied intensely and the translation uni-
versals theory was proposed by [2, 3] describing four hypotheses: simpli-
fication, explicitation, transfer, and convergence. Translated language is
believed to manifest certain universal features, as a consequence of the
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translation process, translated texts presenting their own specific lexico-
grammatical and syntactic characteristics [4–6]. Toury enriched this the-
ory by adopting a different view and by proposing two laws of translation:
the law of standardisation and the law of interference [7]. Laviosa con-
tinued this line of research by proposing features for the simplification
universal in a corpus-based study [8].

However, the existence of translation universals continues to be a
polemical and highly debated issue in translation studies. While some
scholars, like [9, 10], claim the universality aspect of the proposed hy-
potheses, others [11] emphasise that the value of these assumptions stands
in their explanatory power. Despite some evidence of the existence of
such tendencies on translated texts, there is still a remarkable challenge
in defining the specific features which characterise each translation uni-
versal presented.

On one hand, the main reason to investigate these hypotheses is to
raise awareness among translators about their conscious or unconscious
effects on translated texts, and the relationship between language and cul-
ture [8]. Bringing unconscious tendencies to light will emphasise trans-
lators’ decisions, and hence should pave the way for future development
of more accurate and natural translations, with more “desired effects and
fewer unwanted ones” [12].

On the other hand, the automatic identification of these hypotheses’
effects on texts can be a module in various natural language process-
ing frameworks: it can improve web-based parallel corpus extractors’ by
finding the candidate parallel texts [13], or it can be integrated into sta-
tistical machine translation systems to learn the direction of the transla-
tion [14].

The objective of the current study is to model a language-independent
learning system able to distinguish between translated and non-translated
texts. The advantages of such a methodology are obvious: the system has
a wide applicability for other languages, and thus, the “universal”character
of this hypotheses is easier to investigate. An additional goal is to in-
vestigate whether the simplification features previously proposed [8, 15],
according to the simplification universal, are influencing the learning
model. In the same line of research similar supervised learning techniques
were employed on different languages, for medical and technical texts in
Spanish [16], and also for Italian [17]. It must be noted that most of the
studies employed on translationese use a corpus-based approach [3, 8],
whereas others adopt the advantages offered by machine learning tech-
niques.
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2 RELATED WORK

Translationese has been previously studied by different scholars, most
of them employing a corpus-based approach and comparing different
patterns between translated and non-translated texts. Interesting patterns
have been outlined, with important differences being discovered [18].
However, the inception of the pattern under investigation is almost al-
ways based on scholars’ intuition, and clearly, the approach adopted is
hand-engineered. Machine learning frameworks brought interesting re-
sults for translationese [17, 16] and new pathways of research were re-
cently created. These methodologies are obviously complementary and
new pathways to further investigations are outlined.

One of the hypotheses of translation theory is the simplification uni-
versal. The universal is described as the tendency of translators to pro-
duce simpler and easier-to-follow texts [2], and some empirical results
sustaining the universal were provided [8]. Laviosa investigates lexical
patterns for English and the obtained results show a relatively low pro-
portion of lexical words over function words in translated texts, and a
high proportion of high-frequency words compared to the low-frequency
words. Moreover, great repetition of the most frequent words and less
variety in the most frequently-used words has been emphasised [19].

Furthermore, a corpus-based approach which tests the statistical sig-
nificance of the features proposed for the investigation of the simplifica-
tion universal has been presented for Spanish [15, 20]. The experiments
were on both the medical and the technical domains, and the translated
texts were produced by both professional and semi-professional transla-
tors. In [15], the simplification universal is confirmed only for the lex-
ical richness attribute. The results for the following features appear to
be against this universal: complex sentences, sentence length, depth of
syntactical trees, information load, number of senses per word. The ex-
periments in [20] revealed that translated texts exhibit lower lexical den-
sity and richness, seem to be more readable, have a smaller proportion
of simple sentences and appear to be significantly shorter, and that dis-
course markers were used significantly less often. Simplification finger-
prints were found on the technical translations and seemed to show that
texts written by non-professional translators do not have such simplifica-
tion traits.

For Italian, a different perspective over translationese is given by the
supervised learning approach employed by Baroni and Bernardini [17].
They investigate whether a computer system can distinguish between
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translated texts from non-translated ones in the Italian language. A spe-
cial corpus for this purpose was compiled and the results of an SVM
classifier depend heavily on lexical cues, on the distribution of n-grams
of function words and on morpho-syntactic categories. In particular, they
notice that elements such as personal pronouns and adverbs also influ-
ence the framework. Therefore, it is proved that shallow data representa-
tions can be sufficient to automatically distinguish professional transla-
tions from non-translated texts with a high accuracy, and it was hypothe-
sised that this representation captures the distinguishing features of trans-
lationese. Moreover, the difficulty for humans to differentiate translated
and non-translated texts is emphasised and explicit evidence of the supe-
riority of automatic knowledge-poor system on the same task is shown.
In contrast to their study, current experiments avoid the exploitation of n-
gram indicators or any type of language-dependent attributes, being able
to reuse the same learning model on various languages. The bag-of-words
model (unigrams) was avoided to prevent learning to classify according
to texts’ topic. Additionally, the Romanian language has not been previ-
ously studied from this point of view, and since this effect on translated
texts is claimed to be a ’universal’, applying the learning model to a new
language is a novel contribution in the field.

3 METHODOLOGY

The chosen methodology consists in supervised machine learning tech-
niques, with the aim to model a learning system to distinguish between
translated and non-translated texts. Therefore, a training and a test dataset
were created, comprising instances from both classes at a ratio of 2:1 of
non-translated:translated texts. By using the Weka tool3 [21, 22], classi-
fiers are trained by including and excluding the attributes proposed for the
simplification universal within the feature vectors. As a result, the success
rate would indicate whether the model is influenced to some extent by the
simplification features.

Probably the best resource for the investigation of translationese is
a comparable corpus (containing translated and non-translated texts in
the same language) [23], and hence, this approach would avoid any for-
eign interference [24]. As no study of the Romanian language has been
employed for translationese, a dedicated type of resource did not exist.
For this reason a comparable corpus has been specially compiled for this

3 http://www.cs.waikato.ac.nz/ml/weka
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task, consisting of newspaper articles published between 2005-2009. The
translated subcorpus is collected from the Southeast European Times4

comprising 223 articles written after the year 2005. The non-translated
subcorpus comprises 416 documents from the same time-span, in the
same domain, from a reputable newspaper from Romania called ’Ziua’5.
The corpus has in total 341320 tokens (200211 for the translated subcor-
pus and 141109 tokens for the non-translated subcorpus). The selected
articles are written by various translators, so the possibility of a specific
style playing a role in the classification task is avoided. Also, the texts
are translated from various languages into Romanian, an advantage that
assures a high likelihood that all the discovered patterns are not due to
one particular source language.

The collected dataset was randomly divided into a training set of 639
texts and a test set of 148 texts, while keeping the same ratio of trans-
lated and non-translated class instances in the training and test set. In
order to extract the feature vector for the learning process, all the texts
of the corpora were first tagged using the part of speech tagger provided
as a web service by the Research Institute for Artificial Intelligence6, the
Romanian Academy [25, 26].

The learning system exploits thirty-eight language-independent fea-
tures extracted from the tagger’s output, including both the ’translationese
features’ and the ’simplification features’. As the translationese effect is
considered to happen at the morphological level of the texts [8, 7], the
first set of attributes captures general language features, in the current
study being referenced as ’translationese features’:

– the proportion in texts of grammatical words (the parts of speech
considered to belong to this class: determiners, articles, prepositions,
auxiliary verbs, pronouns, conjunctions, and interjections);

– the proportion of nouns in texts;
– the proportion of verbs in texts;
– the proportion of adjectives in texts;
– the proportion of adverbs in texts;
– the proportion of numerals in texts;
– the proportion of pronouns in texts;
– the proportion of prepositions in texts;
– the proportion of determiners in texts;

4 http://www.setimes.com
5 http://www.ziuaveche.ro
6 http://www.racai.ro/webservices/
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– the proportion of articles in texts;
– the proportion of conjunctions in texts;
– the proportion in texts of grammatical words per lexical words (the

lexical words class is represented by nouns, verbs, adjectives, ad-
verbs, and numerals);

– the proportion of interjections in texts;
– the proportion of proper nouns in texts;
– the proportion of common nouns in texts;
– the proportion in texts of verbs in the first person plural;
– the proportion in texts of verbs in the first person singular;
– the proportion in texts of verbs in the second person plural;
– the proportion in texts of verbs in the second person singular;
– the proportion in texts of verbs in the third person plural;
– the proportion in texts of verbs in the third person singular;
– the proportion of auxiliary verbs in texts;
– the proportion of copulative verbs in texts;
– the proportion of modal verbs in texts;
– the proportion in texts of verbs in the indicative mood;
– the proportion in texts of verbs in the subjunctive mood;
– the proportion in texts of verbs in the imperative mood;
– the proportion in texts of verbs in the infinitive mood;
– the proportion in texts of verbs in the gerund mood;
– the proportion in texts of verbs in the participle mood;
– the proportion of comparative adjectives in texts;
– the proportion of positive adjectives in texts;
– the proportion of superlative adjectives in texts.

The data representation for the learning system comprises all the
above parameters and also includes the following previously proposed
simplification features [19, 15, 16]:

– the lexical richness as the proportion of type lemmas per tokens;
– the sentence length: proportion of number of words per sentence;
– the word length: characters number normalised by tokens number;
– the number of simple sentences7 normalised by the number of sen-

tences;
– the information load as the proportion of lexical words to tokens.

7 Given that the tagger does not provide any syntactic information, the following
algorithm has been employed to compute this feature: sentences with one or
zero personal verbs are considered to be ’simple sentences’.
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Morpho-syntactic categories have been previously used as features in
a similar classification task, [17], showing that non-clitic personal pro-
nouns and adverbs are distinguishing features of translationese in a study
on Italian texts. Also [16, 27] use similar features, such as proportion
of numerals, adjectives, finite verbs, pronouns and nouns are among the
most useful attributes in a classification task on Spanish medical and
technical texts. The current experiments have the advantage of consid-
ering even more in depth each feature, in order to investigate if the sub-
categories of these morphological features have a particular influence on
the current learning model.

The classifiers applied for the categorisation task are the following:
Jrip, Decision Tree, Naive Bayes, and SVM [22]. The evaluation results
are outlined in the next section. These particular classification algorithms
were chosen because the rules produced by Jrip and decision trees classi-
fiers provide an output with what has been learnt, Naive Bayes because it
is known to work well with text, and SVM because it is known to achieve
high performance.

4 EVALUATION

The results obtained with the data representation including the simpli-
fication features are compared to the accuracy obtained by the system
without these. The accuracies for the 10-fold cross-validation evaluation
on the training data and the accuracy for the test dataset evaluation are
reported in Table 1. The training dataset comprises 639 instances (223
for the translation class and 416 for non-translation class instances), and
the test dataset selected comprises 148 instances (49 for the translation
class and 99 for non-translation class).

Table 1.Classification Results: Accuracies for several classifiers

Excluding Simplification Including Simplification
Attributes Attributes

10-fold Test 10-fold Test
Classifier cross-validation set cross-validation set
Baseline 65.10% 66.89% 65.10% 66.89%
Naive Bayes 91.71% 91.89% 95.46% 94.59%
SVM 97.18% 95.95% 98.90% 98.65%
Jrip 92.80% 93.24% 92.80% 97.30%
Decision Trees 92.64% 91.89% 94.52% 95.27%
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The baseline classifier considers the majority class from the dataset,
therefore the baseline is 64.5% because the dominant class is the non-
translated one. The results shown are definitely an argument towards the
existence of translationese, an effect that was hypothesised only twenty
years ago. The best accuracy is obtained by the SVM classifier with a
98.90% value for the 10-fold cross validation and with a 98.65% value
for the randomly selected test dataset. Moreover, the SVM classifier per-
formed very well for the Spanish [16] and the Italian [17] language on the
same categorisation task, even though different domains were involved in
those experiments. These success rates are impressive and prove, with-
out doubt, that an automatic system is able to distinguish between trans-
lated and non-translated texts. However, the removal of the ’simplifica-
tion features’ leads to a slightly decreased accuracy for all the classifiers,
the Naive Bayes technique registering the biggest difference of approx-
imately 4%. Nevertheless, as an overall perspective, all the classifiers’
performances are outstanding, with accuracies ranging between 91.71%
and 98.90%

In order to observe the rules considered by the classifiers, the pruned
tree output from the JRip classifier and the Decision Tree output are out-
lined in figures 1 and 2. These two classifiers provide an intuitive output
for more detailed data analysis [28].

Rule 1: (LexicalRichness <= 0.492095) and (Prepositions >= 0.106925)
=> class=translated (175.0/9.0)

Rule 2: (Nouns <= 0.302041) and (Prepositions >= 0.089489)
and (InformationLoad <= 0.001211)
=> class=translated (37.0/0.0)

Rule 3: (Prepositions >= 0.118367) and (InformationLoad <= 0.001507)
and (SentenceLenght <= 27.333334)
=> class=translated (9.0/0.0)

Rule 4: (CommonNouns <= 0.24838) and (InformationLoad <= 0.001329)
and (SimpleSentences >= 0.73913)
=> class=translated (8.0/1.0)

Rule 5: (LexicalRichness <= 0.485342) and (Adjectives >= 0.098787)
and (CommonNouns <= 0.259965)
=> class=translated (4.0/0.0)

Rule 6: => class=non-translated (406.0/0.0)

Fig. 1.JRip classifier rules output.

As can be seen in the JRip classifier’s output, the first rule, quite fre-
quently used, considers the lexical richness and the proportion of prepo-
sitions features, whilst more information for this classifier is provided by
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information load, sentence length and the proportion of nouns (the sec-
ond and third rule). The fourth and fifth rule also use the proportion in
texts of common nouns, simple sentences and adjectives. On the other
hand, the decision trees classifier seems to give a much higher priority
to the proportion of nouns, positioning this feature on the first level of
the classification tree (figure 2), while lexical richness does not appear at
all among the attributes considered by this classifier. Similar to the JRip
output, information load and prepositions have an important role in the
categorisation task. Moreover, the decision tree algorithm also considers
the common nouns, the word length, the third person singular and first
person verbs, the determiners and the adverbs in their last levels of the
pruned tree.

Nouns <= 0.318261
| InformationLoad <= 0.001387
| | Prepositions <= 0.093886
| | | CommonNouns <= 0.232852
| | | | VerbsPersOneSingular <= 0.000472: non-translated (4.0)
| | | | VerbsPersOneSingular > 0.000472: translated (3.0)
| | | CommonNouns > 0.232852: non-translated (29.0)
| | Prepositions > 0.093886
| | | VerbsPersThreeSingular <= 0.033898
| | | | Pronouns <= 0.083582
| | | | | Nouns <= 0.311526: translated (171.0)
| | | | | Nouns > 0.311526
| | | | | | Adverbs <= 0.045584: translated (14.0)
| | | | | | Adverbs > 0.045584: non-translated (4.0/1.0)
| | | | Pronouns > 0.083582
| | | | | VerbsPersOnePlural <= 0.004237: translated (12.0/1.0)
| | | | | VerbsPersOnePlural > 0.004237: non-translated (3.0)
| | | VerbsPersThreeSingular > 0.033898
| | | | Determiners <= 0.030864: translated (5.0)
| | | | Determiners > 0.030864: non-translated (6.0/1.0)
| InformationLoad > 0.001387: non-translated (58.0)
Nouns > 0.318261
| Prepositions <= 0.12724
| | Nouns <= 0.327212
| | | WordLength <= 5.537314: non-translated (36.0/1.0)
| | | WordLength > 5.537314: translated (3.0)
| | Nouns > 0.327212: non-translated (269.0/1.0)
| Prepositions > 0.12724
| | InformationLoad <= 0.001662: translated (13.0/1.0)
| | InformationLoad > 0.001662: non-translated (9.0)

Fig. 2.Pruned tree output from the Decision Tree classifier.

Furthermore, the feature selection evaluators’ output is exploited in
order to see the ranking of the attributes, regardless of any classifier. The
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Information Gain and Chi-squared algorithms provide the information
from Table 2. The first twenty-six attributes are shown in the figure, as
the rest of them are given a null value, and, consequently, they have been
omitted from the table. The ranking provided by these two algorithms
gives approximately the same type of information. This tendency is sim-
ilar to the study on the Spanish language [16].

The first four features which most influence the classification are: in-
formation load, proportion of nouns, proportion of prepositions, and lex-
ical richness, two of which are considered to stand for the simplification
universal. They are shortly followed by another set of five features: pro-
portion of common nouns, proportion in texts of grammatical words per
lexical words, third singular verbs, numerals, grammatical words, and
simple sentences. The scores provided for the two ranking filters drop for
the rest of the items.

Regarding the simplification features considered in these experiments,
the ranking algorithms place three of them among the top most influenc-
ing features: information load - actually being the most useful feature of
all, lexical richness as has been previously hypothesised [3], and propor-
tion of simple sentences in texts (item ranked among the first also in the
study on Spanish texts [16]).

4.1 The Simplification Learning Model

In order to bring light on the simplification hypothesis, the learning model
has been trained using only the simplification features (information load,
lexical richness, sentence length, word length, and simple sentences). For
this reason this model is furthermore called ’the simplification learning
model’. The training and the test datasets are the same as in the previous
experiments, and also the same classifiers have been used. The results
on the simplification learning model, as shown in Table 3, are lower, but
nevertheless remarkable. This impact on the classifiers is expected, as
this learning model uses only five features and, as can be seen from the
previous analysis presented, there are other attributes which contribute in
the original learning model.

The new learning model is able to classify the texts with accuracies
between 87.64% to 88.89% on 10 fold cross-validation, and reaching up
to 93.24% for the test dataset. These values may be considered an argu-
ment in favour of the simplification universal.
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Table 2.Attributes Ranking Filters.

Chi-squared Information Gain
321.4558 InformationLoad 0.4367 InformationLoad
320.3795 Nouns 0.4207 Nouns
311.8009 Prepositions 0.4082 Prepositions
287.4316 LexicalRichness 0.3922 LexicalRichness
271.1993 CommonNouns 0.3391 GrammaticalWordsPerLexicalWords
258.2133 GrammaticalWordsPerLexicalWords 0.3387 CommonNouns
186.1927 VerbsPersThreeSingular 0.2319 VerbsPersThreeSingular
174.5388 Numerals 0.2304 Numerals
167.4469 GrammaticalWords 0.2081 GrammaticalWords
130.8715 SimpleSentences 0.17 SimpleSentences
59.031 VerbsIndicative 0.0743 Determiners
50.5388 Determiners 0.0738 VerbsIndicative
49.3664 Conjunctions 0.0639 Conjunctions
48.0164 Adverbs 0.0565 Adverbs
45.7126 ProperNouns 0.0537 ProperNouns
42.9458 VerbsParticiple 0.0507 VerbsParticiple
38.1205 VerbsGerund 0.0487 SentenceLenght
34.758 SentenceLenght 0.0441 VerbsGerund
29.3952 VerbsPersOnePlural 0.0327 VerbsPersOnePlural
28.0491 WordLength 0.0312 WordLength
24.395 Pronouns 0.0308 Pronouns
24.1608 Verbs 0.0294 Verbs
22.8642 VerbsPersTwoSingular 0.029 VerbsSubjonctive
21.9677 VerbsAux 0.0287 VerbsPersTwoSingular
18.515 VerbsSubjonctive 0.0249 VerbsAux
7.1135 AdjectivesSuperlative 0.0128 AdjectivesSuperlative
..... .....

Table 3.Classification Accuracies for the Simplification Learning Model

10-fold Test
Classifier cross-validation set
Baseline 65.10% 66.89%
NaiveBayes 88.58% 85.81%
SVM 87.64% 87.84%
Jrip 88.42% 93.24%
J48 88.89% 96.62%

5 CONCLUSIONS ANDFURTHER RESEARCH

This paper presents a new study on the investigation of universals of
translations, for the Romanian language. A supervised learning approach
is employed to identify the most informative features that characterise
translations compared to non-translated texts. Additionally, an analysis
of the impact on classification of the features previously proposed for
the ’simplification universal’ is conducted. The accuracies of the learn-
ing model in the categorisation task have outstanding values, and reach
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up to 98.65% value on a randomly generated test dataset. All the clas-
sifiers register a decreased success rate when the simplification features
are removed. However, the lowest result is still well above the chance
level. The performance analysis on the classifiers’ output reveals that the
learning model relies highly on the following attributes: information load,
lexical richness, proportion in texts of nouns, prepositions, grammatical
words to lexical words, third person singular verbs, numerals and simple
sentences. For future work, the inclusion of other features considered to
stand for different translation universals in the learning model may bring
different arguments towards their validity.
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Irina Prodanof
James Pustejovsky
Fuji Ren
German Rigau
Fabio Rinaldi
Vasile Rus
Horacio Saggion
Franco Salvetti
Hassan Sawaf
Satoshi Sekine
Serge Sharoff
Grigori Sidorov
Thamar Solorio
Benno Stein
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