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ABSTRACT 

Designing an efficient Information Retrieval System (IRS) is 

still a big challenge and an open research problem. To over-

come some of the problems of Information retrieval system, re-

searchers have investigated query expansion (QE) techniques 

to help users in formulating better queries and hence improve 

efficiency of an Information Retrieval System. The scope of this 

work is limited to Pseudo Relevance Feedback based Query 

Expansion. Most of the work done   in Pseudo Relevance Based 

Automatic query expansion is based on selecting the terms us-

ing co-occurrence based measures, which has some inherent 

limitations. Keeping in view limitations of co-occurrence based 

query expansion; we have tried to explore the utility of lexical 

based measures for expanding the query. This paper investi-

gates the use of query expansion based on lexical links and 

proposes an algorithm for Lexical Cohesion Based Query Ex-

pansion (LCBQE).  Based on theoretical justification and    in-

tensive experiments on TREC data set, we suggest that lexical 

based methods are at least as good as co-occurrence based 

measures and in some cases may work better than co-

occurrence based measures. Depending on the nature of query, 

lexical based measures have great potential for improving the 

performance of an information retrieval system.  

KEYWORDS: Information Retrieval System, Pseudo Relevance 

Feedback, Automatic Query Expansion, Lexical Cohesion, 

Lexical Links. 
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1 INTRODUCTION 

An information retrieval system (IRS) is built to satisfy needs of a wide 

variety of users. Main objective of an IRS is to return maximum num-

ber of relevant documents corresponding to the user query, while re-

trieving minimum number of non relevant documents. However there 

are many problems in designing efficient IRS such as subjectivity, 

word mismatch problem and short query. Query expansion has been 

widely investigated as a method for improving the performance of in-

formation retrieval [8,11,12,18]. Theoretically, after query expansion, 

the performance of an IRS should improve. But practically, this is not 

always the case. Expanding a query may sometimes introduce a risk of 

query drift, in which the topicality of the original query may be 

changed, taking search into a different direction. Therefore a thorough 

research in Field of Query expansion is desired.   

Automatic Query Expansion (AQE) refers to techniques that modify 

a query without user assistance. We have worked on automatic Query 

Expansion using Pseudo Relevance Feedback (PRF) which is similar to 

user relevance feedback but might be done without assistance from the 

user. (i.e., the approach might be fully automatic) [6]. A PRF based 

Automatic Query Expansion assumes that the top documents returned 

by the initial query are relevant (“pseudo-relevance feedback”) and 

expansion terms are extracted from these top-ranked documents.  Most 

of the work done in PRF based automatic query expansion is based on 

selecting the terms using co-occurrence based measures, which has 

some inherent limitations. 

Keeping in view these limitations we tried to explore the use of lexi-

cal cohesion based methods for query expansion. The aim of this work 

was twofold:  to understand the relationship between two document 

properties: its lexical cohesion and relevance to a query, secondly  to  

investigate whether words that form lexical (cohesive) links between 

the contexts of query term instances in a document are also good query 

expansion (QE) terms.   

The paper is organized as follows: in the next section (Section 2) ba-

sics of lexical cohesion and related terminology is introduced. In Sec-

tion 3, the application of lexical cohesion for PRF based Automatic 

Query expansion is discusses and an algorithm for the same is pro-

vided. Section 4 presents experiments and their results. These results 

are analyzed thoroughly to evaluate the effectiveness of proposed 
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method. Finally, Section 5 is dedicated for conclusion and provides 

suggestions for future work. 

2 LEXICAL COHESION AND RELATED TERMINOLOGY 

Lexical Cohesion is the cohesion that arises from semantic relation-

ships between words.  Segments of text, which are about the same or 

similar subjects, have higher lexical cohesion, i.e., share a larger num-

ber of semantically related or repeating words, than unrelated segments. 

The strength of lexical cohesion between two words can be useful in 

determining whether words are used in related contexts. Hence lexical 

cohesion has been used in identifying collocates. Sinclair and Jones 

[14] were the first to attempt corpus-based analysis of collocations 

based on lexical links. The major notions of collocation analysis were 

introduced in Sinclair [13] and systemized further in terms of  'node', 

'collocate', ‘window’ and 'span'. A 'node' is defined as "an item whose 

total pattern of co-occurrence with other words is under examination".  

While a ‘collocate’ is “any item which appears with the node within a 

specified window.” The term ‘span’ is used to refer to the stretch of 

text (with a predefined window size) around the node within which 

words are considered to be its collocates.  

The identified collocates, as discussed above can be used to find the 

links between the words. Hoey used the term 'link' to denote an in-

stance of repetition. A single instance of a lexical cohesive relationship 

between two words is usually referred to as a lexical link [1,5,9]. A 

lexical link is a relationship between two instances of the same lexeme 

(simple lexical repetition), its morphological derivatives (complex lexi-

cal repetition) or semantically related words (such as hyponyms, syno-

nyms, meronyms, etc). 

3 PSEUDO RELEVANCE FEEDBACK BASED QUERY EXPANSION 

BASED ON CO-OCCURRENCE AND LEXICAL COHESION  

3.1 Co-Occurrence based Query Expansion 

In the majority of works on pseudo-relevance feedback-based auto-

matic query expansion, co-occurrence based approach has been used 

for selecting query expansion terms. These are the terms that are most 
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frequently co-occurring with the query. Co-occurrence aspects can be 

captured in different ways. Two methods for extracting terms are used 

in this paper: one is based on Jacquard coefficient of co-occurring 

terms and another based on frequency of co-occurring terms [10]. 

The in depth analysis of co-occurrence based query expansion shows 

mix chances of success or failure.  Thus major drawbacks of co-

occurrence based automatic query expansion were investigated. One of 

the important limitations of co-occurrence based query expansion is 

that it selects frequently used terms for expansion. A frequently occur-

ring term generally does not allow discriminating between relevant and 

irrelevant documents, so it is not good for expansion. If the co-

occurring terms are selected from top ranked documents, discrimination 

does occur to a certain extent. However still there are chances that a 

term that is frequent in top n relevant documents is also frequent in 

entire collection.  

Another limitation of co-occurrence based measure is that terms co-

occurring with individual query terms are selected first. These results 

are then combined to select final expansion terms. In such cases if some 

query term dominates, most of the co-occurring terms may come from 

subset of these terms. In most of the cases it may be desirable to select 

those terms which are co-occurring with most of the query terms and at 

different instances of occurrence of query terms. This aspect can be 

captured by lexical links. Therefore, motivation of this work was to 

explore the use of lexical links for automatic query expansion.  

3.2 Query Expansion based on Lexical Links 

Lexical links [1,5,9] have been found useful in finding words that are 

related in certain context. However, most of the IRSs make use of lexi-

cal relations to a limited extent. The basic research question of this 

work is whether the use of lexical cohesion and lexical links for query 

expansion can improve performance of information retrieval. The use 

of lexical cohesion for query expansion is based on following intuition. 

A user query is likely to describe a relevant topic. Therefore in a rele-

vant document terms correspond to same topic and they tend to cohere 

with each other and have similar collocation environment. Whereas in a 

non-relevant document, the occurrence of these query terms is not mo-

tivated by the presence of a relevant topic, but due to other factors, 

therefore they are less likely to occur in the same semantic context.  
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The query expansion methods presented in this paper rely on the 

method of calculating lexical cohesion between query terms’ contexts 

in a document introduced by Vechtomova [16, 17]. In Vechto-

mova [16] it was suggested that simple lexical repetition alone per-

formed as well as the use of repetition plus semantically related words 

(determined using Word Net).Their observation was that much differ-

ence was not found in the above two cases. Therefore in this work, 

simple lexical repetition is used to identify the lexical links. 

Our main interest was in finding those terms from the top N relevant 

documents which are lexically cohesive to the context of query terms.  

Lexical cohesion between query terms’ contexts is calculated by count-

ing the number of lexical links between them. The context of a query 

term in a document is defined as a set of stemmed non-stop terms ex-

tracted from fixed-sized windows around each occurrence of the query 

term in the document. All the context terms of a query term are com-

bined to form collocates for that query term. Collocation environments 

of the query terms were then compared to find terms having lexical 

links. The terms having lexical links were termed as link terms. These 

link terms were then re-ranked based on number of lexical links (Equa-

tion 1) and top N link terms were used to reformulate the initial query. 

The weighting criteria used in this paper is also innovative in a sense 

that in most of the work studied by us the weights are given to ex-

panded query terms based on their weight in document and not on the 

importance of the expanded query term with respect to original query 

term. In this work weights were assigned to expanded query terms bas-

ing on rank of the expanded query term, giving more importance to 

those terms that are more meaningful. For the expanded terms the fol-

lowing criteria was used for weighting kth expansion term basing on 

number of lexical links: 
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Once weights are given to expanded query a new vector qe
r

containing 

expansion terms can be constructed. Now the new query can be repre-

sented as 
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Note that qe
r

 does not contain any of the original query terms.   
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On the basis of above motivation following idea we propose follow-

ing algorithm for Lexical Cohesion based query expansion (LCBQE). 

The input to the algorithm is: documents and query; output is the ex-

panded query. The algorithm is as follows: 

− Represent documents and query in vector space model. 

− Using tf-idf weighting scheme, give weights to the document and 

query terms. 

− Match the query terms with the documents using okapi similarity 

measure. 

− Retrieve the top N documents corresponding to the initial query. 

− For each top N documents do: 

   For each query term qi do: 

− Identify a snippet around each instance that contains 3 non-

stop words before and after it in document. 

− Add the snippet to the collocates of the query term. 

− Find all link-terms from the collocates of all individual query terms. 

− Rank the link terms by idf. 

− Extract the top N link terms. 

− Assign weight to the link term based on the number of links. 

− Expand the initial query with these extracted link terms. 

− Return the expanded query. 

4 EXPERIMENTS AND RESULTS 

 Experiments were conducted on TIPSTER document collec-

tion,(TREC data set)  a standard test collection in the IR community. 

Volume 1 is a 1.2 GByte collection of full-text articles and abstracts. 

The documents came from the following sources: 

− WSJ – Wall Street Journal (1986, 1987, 1988, 1989, 1990, 1991, 

and 1992), 

− AP – AP Newswire (1988,1989 and 1990),  

− ZIFF – information from Computer Select disks (Ziff-Davis, Pub-

lishing), 

− FR – Federal Register (1988), 

− DOE – short abstracts from Department of Energy.  

For queries: 50 queries were used that were formed through 50 TREC 

topic sets. Average word length for query was 2.3 words.  
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4.1 Experiments using Co-occurrence and Lexical Cohesion Based 

Query Expansion 

The purpose of experiments was to find out the usefulness of the lexical 

information for automatic query expansion and compare it with base-

line and co-occurrence based query expansion. For Co-occurrence 

based query expansion Jaccard coefficient based and frequency based 

measures were used for selecting the expansion terms. The terms were 

then re-ranked with entropy based measure. For lexical based query 

expansion local collocates were extracted from the windows around 

every occurrence of the query terms in top N documents as discussed in 

above algorithm. Further link terms were extracted from local collo-

cates.  Top n link terms were used expanding the query. The weights of 

candidate expansion terms were assigned based on the number of lexi-

cal links.  

Parameters used in the experiments were: number of top N docu-

ments, window size (for lexical cohesion based expansion), and number 

of top ranked terms used for expanding the query. Values of parameters 

were decided empirically after intensive experimentation. In our ex-

periments we used top N documents = 100, window size as 3 non-stop 

words on either side of query term, and number of top ranked terms 

were 10. The results are shown through Table 1 and Figure 1. 

Table 1. Results Without Query Expansion, Co-occurrence and Lexical Based 

Query Expansion 

 

 

Without 

query 

expansion 

Co-occurrence 

Method 

Jaccard     Freq 

Lexical 

Link 

Method 

Number of Queries 

( num_q) 
50 50 50 50 

Number of Retrieved 

Documents (num_ret) 
5000 5000 5000 5000 

Number of relevant 

documents (num_rel) 
16386 16386 16386 16386 

Number of relevant retrieved 

documents (num_rel_ret) 
1156 1237 1220 1256 

Map 0.0443 0.0602 .0592 .0611 

gm_map 0.0079 0.0102 .010 0.01 

Rprec 0.0973 0.1032 .1032 0.1043 
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Table 1 shows the result of experiments for the baseline (without 

query expansion), co-occurrence, and lexical cohesion based query 

expansion respectively. The best results are shown in boldface. The 

MAP of lexical is 0.0611, which is better than co-occurrence and base-

line. Similarly, Rprec also shows better result when compared with 

other two methods. 

Figure 1 shows the comparison of recall precision graph between 

unexpanded query and query expansion based on lexical links. From 

Figure 1 it is observed that expansion of initial query with statistically 

significant local collocates following pseudo relevance feedback results 

in significant performance improvement over unexpanded under the 

same conditions. 

 

Figure. 1. Recall Precision Curve showing result of experiment for QE based 

on Base line and Lexical Cohesion 

From paired t-test it can be concluded that the means differ at the 

0.05 level of significance. The mean of lexical is significantly different 

from the baseline. (p<.005) The true difference is between 0.0078235 

and 0.025844.   
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Apart from overall analysis of result an in depth analysis of   result 

was done for individual queries, specially focusing on queries for 

which there was no significant improvement in result.  Figure 2 shows 

the differences in average precision of individual queries expanded 

using LCBQE method from the unexpanded query. Here an attempt is 

to analyze the performance of individual queries from baseline to lexi-

cal method is done. 

The results given in Figure 2 show that in a considerable number of 

cases lexical method yielded the most gain in performance (74% que-

ries shows improvement). This suggests that there is a room for better 

improvement in the retrieval if lexical terms are used for expansion. 

There result was analyzed for the queries for which result does not 

show significant improvement. Here, it was found that the lexical terms 

are not adding more meaning to the original query. Example in query 

88 (Crude oil Price Trends) the lexical terms found were: hishan, coun-

tries, megaprojects, 5084, 5209, 5273. These terms are not adding sig-

nificant meaning to the original query and hence the performance de-

grades.  

 

Figure. 2. Differences in average precision of individual queries after query 

expansion from the unexpanded query 
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It is observed that results obtained by lexical cohesion based meth-

ods are almost similar to those obtained by co-occurrence based auto-

matic query expansion methods. As lexical cohesion based methods 

have not been explored much for automatic query expansion, the results 

of this work motivates us to perform in-depth analysis of these meth-

ods. An investigation into individual query performance presents an-

other significant aspect of lexical based automatic query expansion 

method. This aspect as percentage of queries for which the result im-

proved is the greatest in this method (74%). Therefore, it can be said 

that the chances of failure of this method in expanding the query are 

comparatively less than other methods. 

4.2 Analysis of Relation between Lexical Cohesion and the 

Relevance of Documents 

In order to gain some qualitative understanding of the relation between 

lexical cohesion and the relevance property of documents, the top N 

documents retrieved in initial run and retrieved after automatic query 

expansion (based on lexical links) were compared. It was examined on 

a small sample from the top N (100) documents. Although, it is not 

possible to generalize, experiments suggest that certain patterns of lexi-

cal links could be identified in the documents promoted and demoted 

after initial query expansion with lexically cohesive terms. In the set 

examined, it was noticed that documents that are promoted, contain 

most of the query terms, and there are several instances of each of 

them. It also appears that the instances of query terms are spread 

throughout the documents, i.e., they are not concentrated in isolated 

sections of the documents. As expected, the instances of query terms 

are well connected by lexical links in the promoted documents.  

An example of this type of document is SJMN91-06252124, re-

trieved in response to query “Natural Language Processing” (query 66). 

There are many instances of the query terms (11 instances of “natural,” 

5 instances of “language” and 3 instances of Processing) in the text and 

they are extensively connected with each other by lexical links. 

In the demoted documents, it was seen three different patterns. Some 

of the demoted documents are made up of disjoint pieces of text that 

cover separate and unrelated information. In second type of demoted 

document, query terms (such as “Natural Language Processing”) occur 

but not all in the same context. In the third type of demoted documents, 

the query topic is treated marginally. 
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4.3 Analysis of Terms Obtained for Co-Occurrence and Lexical 

Cohesion based AQE 

The quality of terms extracted with both the methods:-co-occurrence 

and lexical cohesion was analyzed. For example for  Query 87 (Crimi-

nal Actions Against Officers of Failed Financial Institutions) the Co-

occurring terms (failed actions, enforcement, justice, charges, prosecu-

tors, civil, convicted, investigation, alleged,  attorney, jury) are more 

relevant than the lexical terms (officers, criminal, failed, actions, mi-

jalis, hallada, khoo, neidorf, esm, lytl, zodiac, dmv, disheartening, 

mndrg). However, this trend is only seen in 32% of queries. In rest 68% 

queries result is improving with lexical method. For example in query 

67(Politically Motivated Civil Disturbances) the lexical terms (pun-

gently, hurbon, meacher, fitzhugh, corporacion, cispes, insinuated, 

mouawad, deceitful, amnesties) appears to be more relevant than co-

occurring terms (liberties, unrest, violence, racial, criminal, rights, 

racially, blacks, riots, rioting).  

5 CONCLUSION 

Most of the work done for PRF based query expansion till now has 

been based on using co-occurrence based measures for selecting expan-

sion terms. Co-occurrence based query expansions has certain limita-

tions. The research question investigated in the paper was whether the 

use of lexical link information can improve performance of PRF based 

Automatic Query Expansion and whether it can overcome some of the 

limitations of co-occurrence based query expansion.  

This paper proposed a new method for query expansion: Lexical 

Cohesion Based Query Expansion (LCQBE) and provided an algorithm 

for the same. The experiments were done to compare the results with 

co-occurrence based query expansion. Experiments were performed on 

standard TREC data set. It was found that result of lexical based query 

expansion is generally as good as query expansion using co-occurrence 

methods, in some cases it is even better. As lexical cohesion based 

query expansion is a comparatively unexplored topic, there is an im-

mense potential for exploring the usefulness of these methods in order 

to improve information retrieval efficiency. 

An in depth analysis of the results obtained in this paper motivates 

us to work in new direction. In this work we may be able to find out 
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different types of queries (categorized on some basis) for which one 

can guess that whether retrieval efficiency can be improved by co-

occurrence based query expansion, lexical based query expansion, by 

none of them or both of them. An important contribution of this work 

can be that we can use a switch to decide a priori that which of the 

query expansion (co-occurrence or lexical) can be more useful for a 

specific query or the query should not be extended at all. 
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