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ABSTRACT

We explore the effect of self-training and co-tmagnon Hindi
dependency parsing. We use Malt parser, whichstte-of-
the-art Hindi dependency parser, and apply selfrireg using

a large unannotated corpus. For co-training, we Wd&T
parser with comparable accuracy to the Malt parser.
Experiments are performed using two types of rampaa—
one from the same domain as the test data and anatthich

is out-of-domain from the test data. Through these
experiments, we compare the impact of self-trairang co-
training on Hindi dependency parsing.

KEYWORDS Bootstrapping, dependency parsing, syntax,
morphologically rich language.

1 INTRODUCTION

Parsing morphologically rich free-word-order langes like Czech,
Hindi, Turkish, etc., is a challenging task. Unlikeglish, most of the
parsers for such languages have adopted the depgndeammatical
framework. It is a well-known fact that for thesanguages,
dependency framework is better suited [18, 12, Rlie to the
availability of annotated corpora in recent yeadata driven
dependency parsing has achieved considerable sucbesspite of
availability of annotated treebanks, state-of-the parsers for these
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languages have not reached the performance obtioné&hglish [14].
Frequently stated reasons for low performance iaad dreebank size,
complex linguistic phenomena, long distance depecids, and non-
projective structures [14, 15, 3].

In this paper, we try to address the problem oflistreebank size.
We have lots of unannotated data. One way to iser&@ebank size is
to manually annotate this data. But it is a vergeticonsuming task.
Another way is to parse this data using an exigpiager and consider
these automatic parses. But, what criteria shoaldded for extracting
reliable parses from the automatically parsed dtaa really
challenging task.

In this paper, we explore the effect of two boetgping techniques,
namely, self-training and co-training and seentpact on dependency
parsing accuracy. We use Malt parser, that is tite-®f-the-art Hindi
dependency parser, and apply self-training usidgrge unannotated
corpus. We also use MST parser with accuracy coaly@arto Malt
parser and apply co-training.

We use two types of unannotated corpora, one frben dame
domain as the test data and another from a diffetemain, to explore
the impact of domain of unannotated data on pamtogracy. Though
we work and present our results on Hindi, this apph can be applied
to other languages with small treebanks like Telagd Bangla.

This paper is arranged as follows. In Section 2, describe the
related work in bootstrapping in parsing. In Sett®) we present the
state-of-the art Hindi dependency parser. In seclipwe report our
experiments and analyze the results. We conclutte passible future
work in Section 5.

2 RELATED WORK

In this section, we briefly describe the major woda bootstrapping in
statistical dependency parsing.

The authors of [19] perform experiments to show thennotated
data can be used to improve the performance dbtitat parsers by
bootstrapping techniques. The focus of their pdapesn co-training
between two statistical parsers but they also perfeelf-training
experiments with each of the two parsers. Althotighresults of self-
training are not very encouraging, co-training ekpents report
modest improvement in parsing accuracy. They akdopm cross-
genre experiments to show that co-training is berafeven when the
seed data is from a different domain comparedéaaitiannotated data.
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The authors of [17] also perform self-training ksing unannotated
data from two different corpora - one in-domain dhe other out-of-
domain. They show that parser adaptability canieerced via self-
training. They also report significant reductionannotation cost and
amount of work because a small manually annotated data is used.

The authors of [10] use a two phase parser-rerasystem for self-
training using readily available unannotated date two-phase parser
reranker system consists of a generative parseraadiscriminative
reranker. They apply self-training on the genesparser only and not
on the discriminative reranker and report significanprovement in
accuracy over the previous state-of-the-art acgufac Wall Street
Journal parsing.

All the above mentioned works are on phrase stracparsing of
English. There is an attempt at exploring usefidrafdarge raw corpus
for dependency parsing by [5]. They could achiewnsaerable
improvement over baseline for Chinese using orgflionfident edges
instead of entire sentences. In our work the faswaependency parsing
of Hindi using a discriminative parser. We also lexp how domain of
data affects the parser performance.

3 HINDI DEPENDENCYPARSING

In ICON 2009 and 2010, two tools contests were liedd focused on
Indian Language dependency parsing [6, 7]. In thasgests, rule-
based, constraint based, statistical and hybridoagghes were explored
towards building dependency parsers for Hindi. @2 contest, given
the gold standard chunk heads, the task was to diypkendencies
between them. But in 2010 contest, given words witll features like
part-of-speech (POS) and morph information, thk teas to find word
level dependency parse. The ICON 2010 tools coritbsti data
consists of 2972, 543 and 321 sentences for t@gimiavelopment and
testing with an average sentence length of 22.& d#ta is a part of a
larger treebank [4] which is under developmentsTikia news corpus
taken from well-known Hindi news daily.

3.1 Baseline (State-of-the-art) System

We consider the best system [8] in ICON 2010 tamistest as the
starting point. [8] used MaltParser [15] and ach#®94.5% Unlabeled
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Attachment Score (UAS) and 88.6% Labeled AttachnSsare (LAS).

They could achieve this using liblinear learner amgrestandard
parsing algorithm. But, as mentioned above, POS athdr features
used in this system were gold standard. The onbilable system
which uses automatically extracted features and amenplete word
level parsing for Hindi is [1]. Though both [1] af] used MaltParser,
the data used is the subset of the one used biattke and the parser
settings were slightly different.

Table 1 Comparison of Different Systems

System UAS LAS LS
Ambati et al. (2010)+ automatic features  85.586.4% 78.9%
Kosaraju et al.(2010) + gold features 94.588.6% 90.0%

Kosaraju et al.(2010) + automaticFeatur86.5% 77.9% 81.7%

Taking training data and parser settings of Kosaetjal. (2010) and
automatic features similar to Ambati et al. (201@% developed a
parser and evaluated it on the ICON 2010 toolsesgirtest data. We
could achieve LAS of 77.9% and UAS of 86.5% on gedt This is the
state-of-the-art system for Hindi dependency parsising automatic
features. We consider this system as our basehdetry to explore
bootstrapping techniques to improve accuracy.

4  EXPERIMENTS ANDANALYSIS
4.1 Self-Training

The parser used for self-training experiments & Muelt parser. We
apply the settings of [8] along with automatic feas (last line of
Table 1). The parser is first trained on the ICAN.@ training data for
Hindi. The model generated is then used to parseuthannotated
corpus.

In the self-training experiments, we add the datadmentally in
iterations. At each iteration, 1000 sentences bosen randomly from
the unannotated corpus which has been parsed bydbdel generated
above and added to the training data. The parsters trained again
and the generated model is used to parse theatsst d
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Self-training experiments were performed using tyoes of data:
one from the news domain (in-domain) and anothemfia different
domain comprising mostly tourism data (out-of-domai

4.1.1 Self-Training: In-Domain

We have taken unannotated news corpus of aboubQ0&entences.
As a first step, we have cleaned the data. Inpghigess, we removed
the repeated sentences, and very large sentenoestefgthan 100
words per sentence).

Performance of the system on test data for thé Si®siterations is
shown in Figures 1 and 2. Best accuracies of 78.8% and 87%
UAS were achieved, an improvement of 0.7% and O&s8pectively.

4.1.2 Self-Training: Out-of-Domain

In this experiment, unannotated data from a dorddferent from the
actual training and testing data is used for sgHining. For this
purpose, we have taken a non-news corpus of al@ydd0 sentences.
Similar to in-domain data, we first cleaned theadat

Performance of the resulting system on test datathe first 50
iterations is shown in Figures 1 and 2. There @&t improvement in
LAS over the baseline. Best accuracy of 77.8% LAS 86.8% UAS
was observed, an improvement of 0.3% in UAS, budearement of
0.1% in LAS.

4.2 Co-Training

The parsers used for co-training experiments ageMhlt parser and
the MST parser [6]. We have optimized the MST pabsemodifying
the feature extraction module so that the parsdraets relevant
features for a morphologically rich language likéndi. The best
accuracy we achieved on the test set is 77.0% LAiS88.5% UAS.
Using the best settings of the MST parser obtaaiem/e, a model is
trained using the training set of ICON 2010 Hindiad with automatic
features. This model is then used to parse thenmtaied data. As in the
self-training experiments, data are added increafignin iterations. At
each iteration, 1000 sentences are chosen randmmythe MST parser
output and added to the training data of Malt parfgllt parser is then
trained again and the generated model is usedse fize test data.



128 RAHUL GOUTAM, BHARAT RAM AMBATI

in-domain
out-of-domain

B7.2

87

BE.8

BE.6

86.4

86.2

86

85.8 i i i i
0 10 20 30 40 50

Fig. 1. Self-Training: UAS

in-domain
out-gf-domain

77 i i i i
0 10 20 30 40 50

Fig. 2. Self-Training: LAS




EXPLORING SELF-TRAINING AND CO-TRAINING 129

4.2.1 Co-Training: In-Domain

The unannotated corpus used is the same as thatruself-training:
in-domain experiments. Performance of the systeshdsvn in Figures
3 and 4. Best accuracy of 78.6% LAS and 87.0% UZAS achieved,
an improvement of 0.7% and 0.5%, respectively.

4.2.2 Co-Training: Out-of-Domain

The corpus used for out-of-domain experimentsassdmme as that used
in self-training: out-of-domain experiments. Penfiance of the system
is shown in Figures 3 and 4. There is a decreabetimnUAS and LAS.
The decrease in LAS is more compared to UAS.

4.3 Co-Training: Sentence Selection via Agreement

In this experiment, Malt and MST parsers are firained using the

training set of ICON 2010 Hindi data and then usedparse the

unannotated data. The output of both parsers am tbmpared and
sentences for which both Malt and MST parsers tligesame parse are
selected for bootstrapping. As in previous expenisiedata is added
incrementally with 1000 sentences per iteratione T®00 sentences
are chosen randomly from the pool of selected serteand added to
the training data of Malt parser. The parser is tihained again and the
generated model is used to parse the test data.

4.3.1 In-Domain Scenario

The unannotated news corpus has approximately @Q0&éntences and
both Malt and MST parsers gave the same parse0fditl sentences.
These 10,461 sentences constitute our pool ofteelsentences.

Performance of the system is shown in Figures 56aftle achieved
78.8% LAS and 87.1% UAS, an improvement of 0.9% &%
respectively over the baseline.

4.3.2 Out-of-Domain Scenario

The unannotated non-news corpus has approximat€l®,000
sentences and both Malt and MST parsers gave tine gmrse for
45,328 sentences. These 45,328 sentences consbitmtepool of
selected sentences.
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Performance of the system for the first 12 iteraiaos shown in
Figures 5 and 6. The remaining iterations are hotve because they
follow a similar trend as the first few iteration3here is no
improvement in LAS and UAS.

4.4. Analysis

Table 2 gives the summary comparing all the expemisi performed.
The * mark in the table shows that accuracy isstteally significant
over the baseline. Significance is calculated udibgNemar's test
(p < 0.05) made available with MaltEval [13].

Table 2 Summary of experiments

System UAS LAS LS
Baseline 86.5% 77.9% 81.7%
In-Domain Self-Training 87.0%* 78.6%* 82.3%*
Out-of-Domain Self-Training 86.8% 77.8% 81.6%
In-Domain Co-Training 87.0%* 78.6%* 82.2%*
Out-of-Domain Co-Training 86.5% 78.2% 82.0%
In-Domain Co-Training via Agreement 87.1%* 78.8%* .@%*
Out-of-Domain Co-Training v/ Agreement 86.5% 77.8% 1.686

We could achieve significant improvement in accyrager state-of-
the-art system by applying bootstrapping with urdated data from
the same domain. There was a decrease in parderrpance when
data from a different domain was used. This cleatpwed the
importance of domain when applying bootstrapping statistical
parsers. Self-training and co-training both gaveghdy the same
improvement in performance for both UAS and LAS ebhis achieved
after 23 iterations for self-training and 14 itémas for co-training. Co-
training via agreement gave greater improvemente§s number of
iterations due to better sentence selection caiteri

We have also experimented with different senteetecton criteria.
Classification scores were obtained for each labeltachment for
both the Malt and MST parsers. These scores regrele liblinear
classification score for Malt and the maxent labgleobability for
MST. These scores were then used to calculateaiiédence score of
a sentence.
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We have experimented with different methods to wdate
confidence score of sentence, such as

— average score of labeled attachment,

— threshold on maximum and minimum score of all ladel
attachments in sentence,

— normalized product,

— considering inter-chunk attachment scores only e@uracy of
intra-chunk attachment is very high [1].

The most confident sentences were then added tbaiméing data for
the next iteration of bootstrapping. All these noeth gave modest
improvement, but the best improvement we could inbtaas by
selecting sentences via agreement between thedvsers.

We analyzed the label-wise precision of in-domagff-gaining
experiments and found that there is significant rowpment in
precision of labels for which Malt parser is podridentifying. For
example, precision of label “main” (root of the ta&rte) increased
from 65.4% to 84.8%. We observed two major reasoni:

Increase in vocabulary. Approximately 30% of nodmsrectly
classified as “main” in the self-trained systemt(hat in the baseline
system) are out-of-vocabulary words.

Most of the remaining cases were highly ambiguoliat tgot
correctly identified because of better feature rigniln case of co-
training, improvement in recall was observed acnosst labels, but
there was a drop in precision.

5 CONCLUSION ANDFUTURE WORK

We explored the effect of applying bootstrappinghtéques self-
training and co-training on Hindi Dependency PasiiWe also
performed in-domain and out-of-domain experimemtsahalyze the
impact of domain on bootstrapping. We also exploditferent
selection criteria and our results showed thatseection criteria need
not be very sophisticated. Even random selectisenfences or simple
agreement between the two parsers for sentencetiealegives
significant improvement in parsing accuracy.

In the future, instead of using whole sentencegqas® plan to use
sub-parses that the parser is confident about to ubed in
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bootstrapping. We also plan to apply bootstrapgimgother Indian
languages such as Telugu and Bangla.
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