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ABSTRACT

Specialization polysemy refers to the type of mohys when a
term is used to refer to either a more general negaor to a
more specific meaning. Although specialization getyy
represents a large set of the polysemous termsardMét, no
comprehensive solution has been introduced yethitnpaper
we present a novel approach that discovers all sieaition

polysemy patterns in WordNet and introduces new otipas
for solving all the instances of the problem.
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1 Introduction

Solving the polysemy problem in WordNet [1] is vemucial in many
research fields including Machine translationpmfation retrieval and
semantic search [13]. Several approaches have in¢emluced to
solve the polysemy problem, but no approach givesraprehensive
solution to the problem. Solving the polysemy pewoblis very impor-
tant because the high polysemous nature of Wortdéels to insuffi-
cient quality of natural language processing (NBRY semantic appli-
cations.
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Current polysemy approaches classify the polyseralglem incon-
trastive polysemyhich corresponds to the polysemous terms that hav
unrelated meanings amdmplementary polysemwhich corresponds to
the polysemous terms with related meanings. Thissdfication is cor-
rect but in general, it is not sufficient to soltree problem. We need
further analysis of the different types of relapelysemy and introduce
a solution that solves the problem according todpecific nature of
each of these related polysemy types [12]. For @kanthe methods
for solving themetonymy polysemigescribed in section 2) cannot be
applied for solving thespecialization polysemy although both
polysemy types belong to the complementary polysemy

Specialization polysemy is a type of complemenfaolysemy that
refers to the cases, when a term is used to refeithier a more general
meaning or a more specific meaning [5]. The moneega/ more spe-
cific meaning relation between the senses of sfieai®mn polysemy
terms reflects a hierarchical relation betweenstses that is encoded
implicitly at lexical level rather than the semarigvel. For instance, in
the following example, sense 2 is a more generalning than sense 1:

1. correctness, rightness: conformity to fact or truth.
2. correctness: the quality of conformty to social expecta-
tions.

Although Specialization polysemy represents a lasgé of the
polysemous terms in WordNet, no comprehensive isolutas been
introduced yet. Systematic polysemy approaches sgcR@ORELEX
[4] did not provide a solution for specializatiomlysemy. Regular
polysemy approaches such as the work presented]idi$covered
some patterns of specialization polysemy caseswitbffering a solu-
tion. On the other hand, polysemy reduction apgresadried to solve a
subset of the specialization polysemy cases througriging the similar
meanings of polysemous terms [3].

In this paper, we present a novel approach toestile specializa-
tion polysemy in WordNet. The presented solutiolvesd the speciali-
zation polysemy problem by providing a semi autématethod for
discovering the specialization polysemy cases bynseof regular
structural patterns. It also provides criteriadetermining the nature of
the hierarchical relation between the senses ofpecialization
polysemy cases and new operations that solve tleeiadjzation
polysemy problem by transforming the implicit rédats between the
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synsets at lexical level into explicit relationstia semantic level. The
advantages of our approach are that it improvestitelogical struc-

ture of specialization polysemy cases and incretdseknowledge in

WordNet by adding new missing senses and relatiatiser than

merely decreasing knowledge as it is suggestedlyspmy reduction

[3] and sense clustering approaches [10, 11].

This paper is organized as follows: in Section twe,give an over-
view of polysemy types in WordNet and make a corspar between
specialization polysemy and other polysemy typessdction three, we
present the structural patterns of specializatiolyggmy and an algo-
rithm for discovering these patterns. In Sectioarfave introduce the
synset patterns in the case of specialization patysand show how we
use these patterns to solve the specializationspaty problem. In
Section five, we discuss the results and evaluatibour approach.
In Section six, we conclude the paper and desailyefuture research
work.

2 Specialization Polysemy

WordNet [1, 2] is a lexical database that organg@sonyms of Eng-
lish words into sets called synsets where eachesyiss described
through a gloss. WordNet organizes the relatioesvéen synsets
through semantic relations where each grammatieédégory has a
number of relations that are used to organize efaions between the
synsets of that grammatical category. For exantpehyponymy rela-
tion (X is a type of Y) is used to organize theadogical structure of
nouns. WordNet 2.1 contains 147,257 words, 117,5@7sets and
207,019 word-sense pairs. Among these words theee 28,006
polysemous words, where 15776 of them are nouns. fiumber of
senses of polysemous nouns may range from 2 sémsg3 senses.
Nevertheless, 90% of these nouns have less thamdes. WordNet
uses sense ranking to order the synsets of thesgrolyus words. This
order reflects the familiarity of the senses. Fkase number 1 is the
most familiar orthe common sensaf the synset. Another important
ranking is the synset synonyms ranking. This ragkieflects which
term is usually used to express a synset, wherértesynonym is the
most used term and so on. The first synonym ofrsetyis also called
the preferred termof the synset. Note that, in this paper, we use th
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notion term to refer for a word and its part ofage For example, the
word love has two terms: love as a noun, and love as a VWebuse the
notion sense(s) to refer to synset(s) of a terntichdhat, in this paper,
we are concerned with polysemous nouns only.

Polysemy approaches differentiate betwe®mtrastive polysemy
i.e. terms with completely different and unrelateganings—also
called homonyms; andomplementary polysemiye. terms with differ-
ent but related meanings. Complementary polysemglassified in
three sub typesMetonymy specialization polysemyand metaphoric
polysemy Polysemy approaches did not offer a solution floe
polysemy problem that takes into account the difiemature of each
of these types. For example, regular polysemy aggbres dealt with
metonymy and metaphoric cases only. Classifyinggashy types and
providing a solution for each type is a very impottimprovement
towards making WordNet a suitable resource for Mpplications. In
the following we explain the different polysemy &gpand discuss the
difference between specialization polysemy and matty and meta-
phors.

2.1 Specialization Polysemy

Specialization polysemy is a type of complementamlysemy which
denotes a hierarchical relation between the seofes polysemous
term. In case of abstract senses, we say thatse geis a more general
meaning of a sense B. In this case we say aldathibasense B is a
more specific meaning of the sense A. In the casksye the senses
denote physical entities, we may also use the @xinnotations type
and subtype instead of more general meaning amd specific mean-
ing respectively. In the following examples, seAsgenotes a subtype
of the type denoted by sense 1 for the term tustied

1. Australian turtledove, turtledove, Stictopelia cuneata:
smal | Australian dove
2. turtledove: any of several Od Wrld wild doves.

A very important characteristic of specializatiaolysemy terms that
differentiate it from contrastive polysemy and nmgtmy terms is the
type compatibilityof the term senses. By type compatibility, we mean
that the term senses belong to the same type.xaonme both types of
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turtledove belong to the type dove. Some metaptuases as we shall
see later, have the type compatibility propertpals

2.1.1  Metonymy Polysemy

Metonymy polysemy happens when we substitute thmenaf an at-
tribute or a feature for the name of the thinglitsach as the second
sense in the followingxample.

1. fox: alert carnivorous mammal with pointed nuzzle and
ears and a bushy tail.
2. fox: the grey or reddish-brown fur of a fox.

In metonymy, there is alwaysbase meaningf the term and other
derived meaningshat express different aspects of the base meaning
[8]. Sense 1 of the term fox in the previous examiplthe base mean-
ing and sense 2 is a derived meaning of the tévtatonymy is differ-
ent from specialization polysemy in the followingwyv The senses of
metonymy terms belong to different types and thhesrelation more
general meaning/ more specific meaning is not apple for meton-
ymy. For example, the base meaning of the termbiebongs to the
animal category while derived meaning belongs adifact. This
means, the relation between the derived meanindstenbase mean-
ing of a metonymy term cannot be hierarchical as ihe case in spe-
cialization polysemy. It is possible to find typengpatible metonymy
cases. The point here is that in such cases #rig difficult to distin-
guish between metonymy and specialization polysémg.think that
treating such cases as specialization polysemgttersince the hierar-
chical relation is stronger than the metonymictreta

2.1.2  Metaphoric Polysemy

Metaphoric polysemous terms are the terms that Hiteeal and
figurative meanings. In the following example, thest sense of the
termhoneyis the literal meaning and the second sense ifighmtive:

1. honey: a sweet yellow liquid produced by bees.
2. bel oved, dear, dearest, |oved one, honey, |ove: a bel oved
person.

The metaphoric relation between the literal semskthe metaphoric
sense may disappear or it may become difficultindenstand the meta-
phoric link between the metaphoric and literal seogthe term. We
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call such cases dead metaphors. For example ettees of animator
indicate a dead metaphor:

1. energizer, vitalizer, animator: someone who inparts en-
ergy and vitality to others.
2. animator: the technician who produces ani nated cartoons.

From a hierarchical point of view metaphors camivéded into two
groups:

a. Type compatible metaphorshe cases, where the literal mean-
ing and the figurative meaning belong to the saype.tCon-
sider the term role player for example:

1. pretender, role player: a person who makes de-
ceitful pretenses.
2. actor, role player: a theatrical perfornmer.

b. Type incompatible metaphorshe cases, where the literal
meaning and the figurative meaning belong to tHéerdint
types. The literal meaning of the telmney for example be-
longs to thefood category, while the figurative meaning be-
longs toperson

The metaphoric relation is not hierarchical. Theaphkoric link be-
tween the senses is raised usually through indensig between the
literal and the metaphoric sense. Although bottsss of the ternmole
player belong to the type person, these senses are istamtsand
cannot be generalized to a common type. In the cAslead meta-
phors and/or the cases, where it is difficult tasgrthe metaphoric link
between the senses, compatible metaphors candiedras specializa-
tion polysemy while incompatible metaphors can la¢egorized as
homonyms.

2.1.3  Contrastive Polysemy

The senses of a contrastive polysemous term hdfezedit etymologi-
cal origins and they are not related. These seaseslso said to be
homographs For example, the origin of sense 1 of the teankbis
Italian, while the second sense is Norwegian.

1. depository financial institution, bank,: a financial in-
stitution.
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2. bank: sloping land (especially the slope beside a body of
wat er) .

Although, there is no relation between the sendesoatrastive
terms, it is possible to find cases with relatedsss. For example, the
two senses of the term animator can be consideyewilyms. The link
between the senses can be ignored in some casedlas following
example:

1. Pascal, Pa: a unit of pressure equal to one newton per
square neter.

2. Pascal: a program ng | anguage designed to teach program
m ng.

Although both senses share the same term thasrefahe famous
French mathematiciaRascal they are in fact homonyms since they
belong to two different categories: unit of measweat and program-
ming language, respectively.

3 Structural Patterns

In defining regular structural patterns, our apptoaelies on Apres-
jan’s definition of regular polysemy:A*polysemous Term T is consid-
ered to be regular if there exists at least anothelysemous T' that is
semantically distinguished in the same way &$8I.

In the following, we describe type compatible stawal patterns,
and how we use these patterns to discover spetializ polysemy
terms.

3.1 Types of Structures

Structural patterns in WordNet are found at theaels of the ontologi-
cal structure of WordNet. In general, the patteahghe upper level
ontology correspond to metonymy and incompatibleéapieoric cases.
The patterns at the middle level and lower levetespond to speciali-
zation polysemy and compatible metaphoric casesadtigms do not
follow any pattern and can be found at any levekths ontological
structure of WordNet. Accordingly, we consider tmryms found in
specialization polysemy patterns as false positilethe following, we
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define a subset of the of the structural pattenmnsdardNet, namely the
type compatible patterns, where we consider tpe tyithin its sub-
types as a pattern to capture type compatiblepatte

Definition 1: Type Compatible PatternLet T be a polysemous term

that hasn meaningsn > 1. Let S be the set of the synsets ©f. Let
Rbe a subset ofS. Let Q an ordered sequence &, where
IRFm, 2sms<n, and Q=<s,.,5,>50Rs#s;, for i#]j,

A patternptrn of T is defined asP#< Py....Py >, such that eachp, is
a direct hyponym op and subsumes,1<i<m. We callp the type

(the category) of the pattern ang, the subtypes of the pattern. For

example, vascular plant is the type of the patternvascular
plant#<herbaceous plan, bulbous plantkat has theubtypesherba-
ceous plantandbulbous plant.

The previous definition is suitable for capturiyge compatible pat-
terns in the upper and middle level ontology of det. However,
this definition is not suitable to capture patteatghe lower level on-
tology since polysemous terms at the lower levéblogy correspond
usually to the cases, where the senses of eackgobus term share a
common parent. To be able to capture the structeigllarity at the
lower level ontology, we define the common pardass.

Definition 2;: Common parent classLet T be a term that has mean-
ings,n > 1. Let S be the set of the senses ofTTbelongs to the com-
mon parent class if the following occurs:

(R(RO SO|R|>1009s0 R= [p (hypernynfs, p) O
- Os(s DRO-hypernyrts, p)))

In Figure 1, the sense of croaker is a hypernyitheftwo senses of
white croaker and is therefore an example of comparent class.

Not all polysemous terms at the lower level ontglapgare the same
parent. There are cases, where the direct parenmteofynset is an indi-
rect parent of the other. In some cases, the distaatween the indirect
synset and the common root is two. We consideretiesns as mem-
bers of the common parent class.
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Croaker

any of several fishes that make a croaking noise

f
[ 1

white coaker, kingfish, genyonemus lineatus queenfish,white croaker, seriphus politus

small silvery marine food fish found off California silvery and bluish drumfish of shallow California waters

Fig. 1: An example for common parent class

Definition 3: Regular Type Compatible PatternLet T be a polyse-
mous term that has meanings. LetS be the set of the synsets ©f,

Let ptrn be a pattern of. T is considered to belong to a regular pat-
terns if the following occurs: There exists at temsother Ternil such

that T and T are not synonyms and" belongs to ptrn or
Q(Q O SOQ Ocommonparent) .

The patternvascular plant#<herbaceous plan, bulbous plaris>
regular since there are 6 terms that belong tdntaddition to regular
patterns we are also interested in sub patterns.h@uothesis is that
the sub patterns of a specialization polysemy patbelong also to
specialization polysemy.

Definition 4: Sub pattern  For a  regular  pattern ptrn =
p#< py,..,Pm >, A ptrn' is considered to be a sub patternpfn

if ptrn' = p#< p;,...px > and Cp;, p; (p; = p;)1sisml< j<k.

For example, the regular pattarascular plant#<herbaceous plant,
bulbous plart has the following sub pattermascular plant#<bulbous
plant, hydrophytic plant>

3.2 Discovering Specialization Polysemous Terms viau@tral
Patterns

The basic idea of our solution is to find all terim3VordNet, where
the senses of these terms fulfill the type compdsibcriterion since
this criterion is the main characteristic of allesjalization polysemy
terms. At the lower level ontology, the terms thatong to the com-
mon parent class automatically fulfill this criteni The patterns at the
top level ontology including CORELEX patterns dot rulfill this
criterion. In the middle level ontology, we havettpems that corre-
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spond to specialization polysemy and other pattdrascorrespond to
compatible metaphoric terms. Both polysemy typédéllfuhe type
compatibility criterion. Thus our task is to cldgsihose patterns into
specialization polysemy patterns and metaphoriepet. Notice here
that there are patterns that include both polysgmpgs. These patterns
require further step to identify the specializatjpslysemy terms. Our
approach works in four phases as follows:

A. Patterns Identification

B. Patterns Classification

C. Polysemy Type Assignment
D. Validation

The first and the third phases are automatic, wiiée second and
fourth are manual. In the following we discuss ther phases of our
approach that we applied on the nouns that hawetlgxtao senses.

A. Patterns Identification

In this phase, we used the following algorithm deritify the regular
type compatible patterns.

Algorithm: Regular Type Compatible Patterns Extraction
Input:
PNOUNS = Polysemous nouns in WordNet
UNIQUEBEGINNERS = list of the unique beginnerd/ifordNet
SENSENUMBER = the number of the term synsets,
Output:
N = an associative array to store the regular pette
M = an associative array to store the sub patterns
P =alist to store the elements of the commoempiaclass
O = alist of singleton patterns
1. poly_nouns= retrieve_polysemous_nouBENSENUMBER
2. For eacmounin poly_nouns

3 S = retrieve_synsetspun

4 ptrns= get_patterns(S)

5 ForeachQO S

6. If Q7Common Parent

7 add foun, @ to P.

8 For each patterptrn = p#<p,,.. p> in ptrns
9 Ifp OUNIQUEBEGINNERS
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10. Addhounto the list undeptrnin N.
11. For eachptrnin N

12. If IN[ptrn]| > 1

13. M[ptrn] = sub_patternsifn)

14. Remove sub_patterpgf) from N
15. For eaclptrnin N

16. If IN[ptrn]| < 2

17. Addptrnto O

18. Removetrn from N

19. return <N,M,P,0O>

The presented algorithm works in three phases:

1. Patterns and common parent terms identificat{tnes 1 to 10):
We retrieve the list of all nouns that have thexseenumber given
in the algorithm input. We check, whether the tdéralongs to the
common parent class and also whether it has regatéerns. We
exclude the top level ontology patterns such physical en-
tity<physical object, physical processSuch patterns correspond
usually to CORELEX patterns and they are not sfieatzon
polysemy patterns. Notice also that it is possibleterms that
have more than 2 senses to have more than onerpatte

2. Sub patterns identificatioflines 11 to 14): If more than one term
belong to a pattern, thus it is a regular pattdran we search all
singleton patterns to identify possible sub pagasfithat pattern.
Identified sub patterns are removed from the pagtdist and
added to the sub patterns list.

3. Singleton patterns identificatiofines 15 to 18): After identifying
the sub patterns, the remaining singleton pattemas removed
from the patterns list and added to the list ofdimgleton patterns.

The results of applying the algorithm on the terimat have two
synsets are as follows: the total number of thenedn WordNet that
have two senses is 9328 nouns. 2899 nouns of thenm identified by
the algorithm to belong to type compatible patterrihe algorithm
returned four lists: a pattern list that contaird8 Patterns, a sub pat-
terns list that contains 344 sub patterns, theofishe common parents
that contains1002 terms, and a list that contafi@&singleton patterns.
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B. Patterns Classification

Our task in this phase is to classify the pattemsspecialization
polysemy and metaphoric polysemy. First of all, tiyens that belong
to the common parent are considered as specializptilysemy candi-
dates. We consider also the polysemy type of thepaiterns as the
polysemy type of the pattern, they belong to. Tassify the patterns,
we have arranged them into hierarchies. The rdatsechierarchies are
shown in the following table. The numbers rightthe types corre-
spond to the number of patterns that belong totyipet.

Table 1.The roots of type compatible patterns in WordNet

Patterns under physical entity Patterns under atistntity
Type #patterns Type #patterns
substance 6 psychological 2
organism 4 feature

person 106 cognition 12

animal 20 attribute 26

plant 18 communication 18
artifact 73 measure 14
process 9 group 9
location 4 time period 4
thing 5 relation 3

Analyzing the patterns under these types shoaistiese patterns can
be classified into four groups:

1. Specialization polysemy patterns
2. Metaphoric patterns

3. Homonymy patterns

4. Mixed patterns

In the following, we explain our criteria by clafysing the patterns.

1. Specialization Polysemy patterrthe type of some specialization
polysemy patterns can be determined directly bysicleming the type
of the pattern only. For example, it is clear tthegt patterns whose type
belongs toanimal, and the types undeanimal are specialization
polysemy or at least it is not common at all tadfem metaphoric link
between the types undamnimal The criteria for determining other
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specialization polysemy patterns is ttensistencyf the pattern sub-
types.

2. Metaphoric patternsto determine metaphoric patterns, we followed
the idea that metaphors are human centric in timses¢hat we use
metaphors to express our feelings, judgments, teing irony and so
on. For example, when we use sponger to refer meesone, we are
making a judgment upon that person. This gives téng where to
search for metaphoric patterns, namely under thisopetype or the
types whose subtypes indicate meaning transfer fhain literal mean-
ing to a (metaphoric) human centric meaning asudsed below. Here,
the type attribute is an example of such cases.

a. Metaphoric patterns under persowe found under the type per-
son 106 patterns. Some of these patterns are $patiom
polysemy patterns and others are metaphoric. Termé@te meta-
phoric patterns under the type person, we searftinédconsistency
between the subtypes of the patterns. We find soobnsistency
for example in the pattern person#<bad person, evotkthe sub
type bad person is not consistent with the typekaoand therefore
a specialization polysemy is totally excluded itstpattern. The
term iceman is an example of terms that belonbitogattern:

1. iceman: soneone who cuts and delivers ice.
2. hatchet man, icenman: a professional killer.

On the other hand the subtypes of the pattern op#rexpert,
worker> are consistent and is considered as a alzation
polysemy pattern. The term technician is an exanfipl this pat-
tern:

1. technician: someone whose occupation involves training in
a technical process.

2. technician: someone known for high skill in some intel-
l ectual or artistic technique.

b. Metaphoric patterns under attribut®ur criteria here was to find
meaning transfer between the sub types. Attribagethe following
four patterns: attribute#<property, trait>, atttibé<property,
state>, attribute#t<property, quality>, and attréststquality, trait>,
with the following meanings:
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Property: a basic or essential attribute shared by al
menbers of a class.

State: a state of depression or agitation

Quality: an essential and distinguishing attribute of
sonet hi ng or soneone

Trait: a distinguishing feature of your personal nature

The meaning transfer from property to human cenm&aning is
clear in the first three patterns. For exampleéhatermchilliness

1. chilliness, coolness, nip: the property of being noder-
ately cold
2. coldness, frigidness, iciness, chilliness: a lack of af-

fection or enthusiasm

In the fourth pattern, the relation between quaditgd trait depends
on whether the term under the quality subtype sefean attribute of
somethingor an attribute of someonelhe first case corresponds to
metaphoric polysemy while the second correspondsptialization
polysemy.

3. Homonymy Patterndn general, homonymy can not be considered
as a type of regular polysemy. Nevertheless, wenataexclude the
existence of homonymy patterns. WordNet conta@ve homonymy
patterns such as the following pattemrganism#<animal, planty
where we find type mismatch between the subtyppsciglization or
metaphoric polysemy in such patterns is totallylwked.

4. Mixed patternsThis group contains the patterns that were identifi
to have more than one polysemy type. For exantipdepatternattrib-
ute#<quality, trait>belongs to this group

In summary: there are some patterns whose sub tggeste type
inconsistency. After excluding these patterns, patterns under the
physical entity are candidates for specialization polysemy extept
patterns undepersonwhich contains both polysemy types. In the case
of abstract entitymost of the patterns under attribute are cane#dfatr
metaphoric polysemy. The patterns uncegnitionandcommunication
contain both polysemy types, and the rest typesandidates for spe-
cialization polysemy.
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C. Polysemy Type Assignment

In this phase, each of the nouns, that were detedrio belong to type
compatible polysemy patterns, is assigned to sjai@mn polysemy
or metaphoric according to the pattern of the téFhe terms that be-
long to both polysemy types and the terms thatrigeto the singleton
patterns are not assigned and they are subjecttuah treatment in
the validation phase.

D. Validation

In this phase, we manually validate the assigndgspmy type. Our
criterion is to determine the relation between skases of a term and
thus the polysemy type, is the synset gloss. Ificdif cases, we also
consider the hierarchical properties of the termssys. We have three
tasks in this phase:

1. Validation of the assigned polysemy typ@s check whether each
of the nouns belong to its assigned polysemy type.

2. Assigning the polysemy tyder the terms that belong to the mixed
patterns and singleton patterns.

3. Excluding of false positiveswe exclude the false positives from
the terms of the 4 groups.

Our judgments during the validation process arestham knowledge
organization in such a way that word etymology Anduistic related-
ness have secondary role in our judgments. Theapyiriterion is:

1. In case of specialization polysemy: Is it possibieboth senses to
be generalized to a common type? If the answeo isrrwe don'’t
know, then we consider the term to be a homonyrsg.céhe term
cardholder is an example for such cases:

1. cardhol der: a person who holds a credit card or
debit card.

2. cardhol der: a player who holds a card or cards
in a card gane.

2. In case of metaphoric polysemy: Is it easy to discdhe meta-
phoric link between the senses? If the answer i®smae don't
know, then we consider the term to be specialinapolysemy
candidate. The term agreeableness that belondgsetaetaphoric
pattern attribute#<quality, trait> is an exampledach cases:
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1. agreeabl eness, anenity: pleasantness resulting
from agreeabl e conditions.

2. agreeabl eness, agreeability: a tenperanental
di sposition to be agreeable.

4 Synset patterns

The structural patterns served as a criterion dentifying specializa-
tion polysemy candidates. The next step is howoteesthe polysemy
problem for the identified candidates. Tiere general meaning/more
specific meaningrelation between the senses of the specialization
polysemy terms reflects a hierarchical relationwleetn the senses.
Thus, the solution should reflect this relatednésghe following, we
explain how the synonyms of the specialization pefgy synsets are
used to organize the hierarchical relation betwbersenses.

4.1 Types of Synsets

In our approach, we have analyzed the relation éetwthe synset
synonyms and the possible relation between theetyrof specializa-
tion polysemy cases. The idea here is that thermaifithe relation
between the synsets of specialization polysemy decan be deter-
mined based on the synonyms of such terms. Basétkmynset syno-
nyms , we divided the specialization polysemy teimthree groups:

1. Twin synsets
2. Type — sub type synsets
3. General meaning — example meaning synsets

1. Twin synsetsboth synsets of such terms contain other synonyms
beside the polysemous terms. Analyzing these cds®ss that thdas a
relation does not hold between the synsets themseln fact both
synsets are more specific in meanings of some émating) third syn-

set as in the following example:

1. white croaker, queenfish, Seriphus politus: silvery and
bl ui sh fish of California.

2. white croaker, kingfish, Genyonenus |ineatus: silvery
fish of California.
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2. Type - sub type synset©ne synset contains the polysemous terms
only, the other contains the polysemous terms aherosynonyms.
Analyzing these cases shows that the gloss ofythses that contains
the polysemous terms only usually begins with thiéofving phrase:
“any of several which reflects that this synset encodes a ngereeral
meaning while the synset with additional synonyrasatibes a specific
type that belong to the type of both synsets. Kkamngple, sense 1 de-
scribes a specific type, while sense 2 is a gersdription of turtle-
dove.

1. Australian turtledove, turtledove, Stictopelia cuneata:
smal | Australian dove.
2. turtledove: any of several Od Wrld wild doves.

3. General meaning - example meaning syndmith synsets contain
the polysemous terms only. Analyzing these calsews that there is a
synset which denotes the meaning of the term ireigdrwhile the
other synset denotes an example of that generatingeaiccording to
our analysis, the synset with the general meaniag Usually sense
rank 1. For example sense 1 denotes the generalimgeaf the term
timetable while sense 2 is an example of the t&atice that, there are
many other examples of timetables suclsetsedule of lessons in the
school We think that sense 2 is an example for unnecgssense
enumeration in WordNet and we consider the sersearaidates to be
merged.

1. timetable: a schedule listing events and the times at
which they will take place.

2. timetable: a schedule of times of arrivals and depar-
tures.

4.2  Organizing Specialization Polysemous Terms via 8yRatterns

According to the above analysis, we suggest toestile specialization
polysemy by reorganizing the ontological structefethe synsets,
where the implicit hierarchical relation betweee thynsets at lexical
level is transformed into explicit hierarchicalagbn at semantic level.
This requires adding missing synsets, is a relatiand removing
redundant is a relations.

1. Solution for Twins synset®/e add a new (missing) parent in cases,
where the polysemous meanings of a term T can dre m@re specific
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meanings of an absent more general meaning:,l.st Be two synsets
of a term belonging to the missing parent cases{L;,..,T,} be the
set intersection of;sand s. Let T’ be the preferred term in and s or
the term with the highest rank in both synsets. Tdte the preferred
term of the type of;sand s. We create a common parentd® s, and
s, as follows:

i) Create a new synset Such that:

The lemmas are the intersection of the lemmas afid s;
Theglossof g= T'isaT.

i) Remove the common lemmas fropasd s

i) Connect gto T via theis-arelation

iv) Connect the senses sl and s2 to S vigsthgelation
v) Remove redundant relations

Croaker

any of several fishes that make a croaking noise

f
[ ]

white coaker, kingfish, genyonemus lineatus queenfish,white croaker, seriphus politus

small silvery marine food fish found off California silvery and bluish drumfish of shallow California waters

(a) Before the operation
Croaker

any of several fishes that make a croaking noise
t

white croaker

White croaker is a croaker

1
[ ]

chenfish, kingfish, genyonemus lineatus queenfish, seriphus politus
small silvery marine food fish found off California silvery and bluish drumfish of shallow California waters
(b) After the operation

Fig. 2.Example for adding a new missing parent

2. Solution for type — sub type synsdts such cases we establish a
missingis_arelation to denote that a sense of a polysemous Teis
more specific than another more general meaning: dfet 5, $ be
two synsets of a term belonging to the missingtiah cases. Let de
the synset that has the polysemous terms and aaliterms. Let;she
the synset that contains the polysemous terms only.

i) Connect sl to s2 via tigarelation:Syis-a §.
i) Remove redundant relations.
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dove
any of numerous small pigeons
1
[ ]
turtledove stictopelia cuneata,australian turtledove,turtledove
any of several Old World wild doves small Australian dove

(a) Before the operation

dove

any of numerous small pigeons
T

turtledove

any of several Old World wild doves
t

stictopelia cuneata,australian turtiedove

small Australian dove

(a) After the operation
Fig. 3.Example for adding missing relation

Schedule

an ordered list of times at which things are planned to occur
L]

Timetable Timetable

a schedule listing events and the times at a schedule of times of arrivals and
which they will take place departures

(a) Before the operation

Schedule

an ordered list of times at which things are planned to occur
t

Timetable

a schedule listing events and the times at which they will take
place; a schedule of times of arrivals and departures

(b) After the operation
Fig. 4. Example for merge operation

3. Solution for general - example synsels such cases, we merge the
senses of the terms as follaws

Let 5, $ be two synsets of a term belonging to the meages.
We keep the synset with sense rank 1 and removetliee one as fol-
lows:
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The lemmas of;sare the same as before since both synsets share
the same lemmas.

The gloss of s= the gloss of s the gloss of s

The relations of sare the union of the relations of both synsets
Remove redundant relations

5 Results and Evaluation

In the following, we describe the results and theal@ation of our ap-
proach. Table 2 presents the results of the fottea groups and
common parent group after the validation.

Table 2. Validated results of the approach

#total #Specialization #Me- #Homo-

Patterns group cases Polysemy taphors  nyms

Spec. Polysemy Patterns 807 673 26 108
Metaphoric Patterns 221 28 170 23
Homonyms Patterns 56 0 0 56
Mixed Patterns 111 41 39 31
Common Parent 1002 927 40 35
Sub patterns and 702 455 90 157

singleton patterns

Total nouns 2899 2124 365 410

In Table 3, we present the pattern groups that baea identified.

Table 3.Distribution of type compatible patterns

#Patterns

#Spec. Polysemy #Metaphoric #Homonym #Mixed
Patterns Patterns Patterns  Patterns

333 225 79 15 14

As we can see in Table 2, 73% of the identifiedhtebelong to spe-

cialization polysemy. In table 3, we find that 8%.%f the identified

patterns are specialization polysemy patternsTdble 2, we can also
see that not all terms that belong to the commaamagroup are spe-
cialization polysemy terms. About 4% of these tearssin fact homo-
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graphs. Consider for instance, teapprehenderthat belongs to the
common parent group.

1. knower, apprehender: a person who knows or apprehends.
2. apprehender: a person who seizes or arrests.

Although both senses belong to the type persory, #re in fact
homographs. Also, about 3.5% of the common pageoup were
identified as metaphors. Consider for example felewing senses of
the termmoment of truth

1. noment of truth: the monent in a bullfight when the
mat ador kills the bull.
2. moment of truth: a crucial nmonent on which nuch depends.

We have examined CORELEX patterns to find overla@pwvben
CORELEX patterns and the patterns identified in approach. We did
not find any overlap between them. This was expgkctgince
CORELEX patterns belong to the top level ontologkiere as the spe-
cialization polysemy patterns were found at thedi@dand lower level
ontology. An important thing to note here is thahe of the terms that
belong to CORELEX were identified as specializatipolysemy
terms. They belong mainly to metonymy.

In Table 4, we list the distribution of specialipat polysemy opera-
tions.

Table 4. Specialization polysemy operations

Adding Adding
missing parent missing relation

#cases 1045 685 409 2124

Operation Merge Total

The total number of reduced polysemous words igt24@rds. The
total number of merged synsets represents aboutdf4be total proc-
essed cases. We have added 1045 new synsets ehdiew 3elations,
while deleted 409 synsets and 409 relations. Coadpéw polysemy
reduction approaches, 86% of the cases were nagetetnstead of
merging, we have reorganized the ontological stimecof the terms. It
is important here to notice that our approach imesothe ontological
structure of WordNet by increasing knowledge rattiam decreasing
knowledge as it is suggested by other approaches.
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To evaluate our approach, 834 cases have beena@lby two
evaluators. In Table 5, we report the evaluatiatigtics, where the
column polysemy type refers to homonymy, metaphanicspecializa-
tion polysemy and polysemy operation refers to tamgamissing par-
ent, adding missing relation, or merging operatiote that, polysemy
operation is applicable in case of specializatiotygemy. The table
presents the agreement between the evaluatorsuanapproach. The
third row represents the number of cases, wheleaat one evaluator
agrees with our approach.

Table 5. Evaluation results

Polysemy type Polysemy operation

agreement agreement
Evaluator 1 803~ 96.2% 750~ 89.9%
Evaluator 2 775= 92.9% 686~ 82.2%
Partial agreement 824 = 98.8% 796~ 95.4%

6 Conclusion

In this paper, we have introduced an approachdtwirgy the speciali-
zation polysemy problem based on type compatibigile patterns.
This approach decreases polysemy, but at the samekhowledge is
increased. It improves the ontological structfr@/ordNet, where the
implicit relations between the synsets of polysesnterms which is
encoded at lexical level are transformed into eipdiemantic relations.

In the current paper, we presented the result phpproach applied
on nouns that have two senses. Our future plamapply the approach
on all other nouns in WordNet as a first step talgasolving the other
polysemy types.
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