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ABSTRACT

A challenge to modeling incrementality in languggecessing

is posed by complex NPs in some verb-final languaglesre a
parser does not see whether a clause that a parseermtly
processes is part of a complex NP and how deepls it i
embedded. These indeterminacies are handled bygtstal
underspecification and resolution within Dynamic t8yn This
article points out that the previous implementatioh the
mechanism faces a formal problem of introducing
indistinguishable nodes into the tree, and proposesolution

by letting a parser determine node-addresses figx®oncrete
analyses are given to Japanese relatives as a casemplex
NPs in verb-final languages.

KeEyworbps Dynamic Syntax, incrementality, Japanese,
relative clauses

1 Introduction

A central issue in recent processing studies istlvgrethe incremental
parsing thesis holds of verb-final languages. Despiitial negative
suggestions [14], there has been a growing bodgs&arch pointing to
a conclusion in which the answer is positive [6rfR a parser’s point
of view, particularly challenging are complex NRsg( NP with a
relative clause, NP with an appositive clause) amea verb-final
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languages such as Japanese and Korean: a complein Nifese
languages consists of a clause ending with a vatbhahead noun
following the clause. So, in processing a clauggraer does not see in
advance (a) whether the current clause is a mainsel or part of a
complex NP and, if it is part of a complex NP, timw deeply it is
embedded.

These two indeterminacies are illustrated by thEadase strings (1,
2, 3). First, as shown in (1), argument NPs in dapa may be dropped
when they are identifiable contextually. The pahneses in (1) indicate
thatMary-gaandhon-omay be dropped.

Q) (Mary-ga) (hon-9 ka-tta.
(Mary-Nom) (bookAcc) buy-PAST
‘Mary bought a book.’

In Japanese, a relative clause precedes a head Hous, the relative
clauseMary-ga ka-ttain (2) is identical to the string (1) Hon-ois
dropped in (1).

(2) [[Mary-ga ka-ttd hon-wa omoshirai
[[Mary-NOM  buyAST] book]-Top interesting
‘A book which Mary bought is interesting.’

Note that the string (2) contains no morpheme thatks a relative

clauset Thus, a parser, which procesddary, cannot see whether
Mary belongs to a relative clause as in (2) or a mataxse as in (1).

Further, as demonstrated in (3), a parser, which pr@cessed the
complex NP stringNai-ta otokg is still unable to see whether this
complex NP belongs to a matrix clause or, as ini(® part of a larger

complex NP.

3) [[Nai-ta  otok¢-o nagusame-ta hifega
nige-ta
[[cry-PASTMan]ACC  comfortPAST personjNOMm
run.awaypPAST
‘A person who comforted a man who cried ran away.’

11t is reported that a verb in a relative clauseJapanese has a special
intonation [13]. This intonational cue, howevernis available until a parser
processes the vetkau (= ‘buy’) in (2). In Korean, the verbal suffiun)
indicates a relative clause [17], but, once adhiis, morphological cue is not
available until a parser processes a verb.
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An appropriate parser for Japanese must be flexdrleugh to
accommodate these two indeterminacies.

A reasonable method of handling such indetermisade to
introduce structural indeterminacies to trees. Tdhés is implemented
within Dynamic Syntax (DS) [2, 8, 10] as structusalderspecification
and resolution. This is intuitively plausible, bag will be pointed out,
the previous analysis [2, 9, 13] ends up inducindistinguishable
nodes into the tree. This constitutes a ratheossmproblem because it
overturns a principal basis for explaining diveliaguistic data (Greek
clitics [3], Japanese clefts [16]) and it prevetite DS modeling of
English dialogue [15] from being applied to Japanekalogue. In
short, complex NPs in verb-final languages sucliagsanese offer a
good test case for evaluating the DS formalism.

The aim of this article is to point out a formaloplem that the
extant DS treatment of complex NPs suffers from &mgropose a
solution by letting a parser determine node-adeedtexibly. The
refined DS parser, it is argued, provides a mowmdistic model of
language understanding in that a “look ahead” meisha may be
avoided and that intonational cues are more effelstiutilized. To
illustrate this point, the article examines Japanesatives as a case of
complex NPs in verb-final languages.

2 Dynamic Syntax

Dynamic Syntax (DS) is a grammar formalism that sieknowledge
of language; thus, DS is a theory of competence gdrded as
generative grammar in the sense explicated by NGawmsky [4].
Unlike mainstream generative grammar, however, kedge of
language, or competence, is defined as a set atredmts on language
performance, more specifically, the building-up ioferpretation in
context [2, 8, 10]. With such constraints, a papecesses a string of
words left-to-right, and builds up semantic repnéston
incrementally, without a separate level of syntastructure: “syntax”
within DS is no more than a set of constraints omw ho build up a
semantic tree progressively in context.
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2.1 Trees and Tree Descriptions

The aim of a parser is to construct a semantic ttnae represents an
interpretation of a string in context on the basfsword-by-word
processing. Trees in DS are binary, an argumeng beihg on the left
and a functor node being on the right. Each nod#etorated with a
declarative unit, consisting of a formula and laBeA formula is
semantic content at a node, and labels indicaieusproperties of the
content; one example of labels is a logical typ&ijctv indicates the
combinatorial property of the content. A formularépresented with
the predicate Fo, whose argument comes frgg={Tom, run’, ...}.
Content of some lexical items is not an elememgg for instance, the
content ofsheis a place-holding variable U, called “meta-valédp
whose value is supplied contextually. A logicaleyip represented with
the predicate Ty, whose argument comes frog H{e, t, e-t, ...}.
Dy is a finite set (for instance, it does not includgype for five-place
predicates), and no operations are stipulated nergée types, such as
type-lifting and composition of functors. For exdmphe parse ofom
runsgives rise to the semantic tree (4); for the safk@mplicity, tense
is ignored throughout this article.

4 {..., Fo(run’(Tom)), Ty(t)}
{..., Fo(Tom), Ty(e)} {..., Fo(run’), Ty(e—t)}

The notation “...” in each declarative unit indicatelditional labels
which are not explicitly shown here. Another exaenpf labels is a
decoration in LOFT (Logic Of Finite Trees [1]). Bhis a language to
talk about trees, which enables a parser to desthi& other nodes in
the tree from the perspective of a current nodeFT-©perators are
defined as follows. First, there are operators tmeh an immediate
dominance relation: > is for argument daughters andx for
functor daughters. For instancel,xTy(e) indicates that the argument
daughter is of type-e; this label holds at the tmme in (4). The
inverses, 4> and <;>, describe a mother node from the perspective
of an argument node and from the perspective ofirectbr node,
respectively. Second, operators with the Kleeng $tamodel a
dominance relation. [<> describes a node somewhere below the
current node, together with its inverse}.x These operators may
describe a node at an arbitrary distance, but sobsa a “LINK”
relation. Third, the “down” operator <D> and thep"uoperator <U>
model the weakest relation and may describe a aodess a “LINK”
relation. Finally, <L> and its inverse 2t describe a node within

2 Formally, DS structure is represented by a setlesflarative units, where
their relations are governed by LOFT (Logic Of Eenfree) [1].
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another structure that is LINKed from/to a currewide. (For LINK
relations, see Section 2.4.)

Another type of label is a node identifier, Tn(ahere Tn is a tree-
node predicate. If a node is annotated with Tr(afa0) indicates its
argument daughter, and Tn(al) indicates its fundarghter. A root
node is marked by Tn(0), its argument daughtergpbinTn(00) and its
functor daughter being by Tn(01). Thus, the detigaunit at the root
node in (4) is more precisely as in (5).

(5) {..., Tn(0), <|¢>Tn(00), ¢,>Tn(01), Fofun’(Tom)), Ty(t), ¢}

This declarative unit contains a pointer In a DS tree, there always
exists a single node that is under developmenth Sncactive node is
marked by a pointet.

In non-final states, a tree is a “partial” struetun the sense that
there exists a node decorated with a set of “requénts”. A tree is
said to be well-formed iff there are no outstandiequirements, and a
string is said to be grammatical iff there existse® update that leads
to a well-formed tree. A requirement is notatedhaslabel @ at a node,
which requires thair will hold at the node. For instance, ?Ty(e)
requires that the node will be decorated with Ty@@yery node is
introduced with requirements and every single treéate is driven by
some form of requirements. A parser runs a setctibras in order to
satisfy requirements, as we shall see in the néxsgction.

2.2 Actions for Tree Updates

Trees grow progressively on the basis of left-thtiprocessing of a
string in context without postulating an indepertdenel of syntactic
structure. The starting point of tree update i€deined by the Aiom,
which introduces an initial node with the followidgclarative unit:

©  {7Ty(), o}

?Ty(t) requires that this node will be of type-thiF requirement
corresponds to the parser’s goal to build up agrjmetation of a string:
in this sense, tree growth is goal-directed. Astrang is processed
word-by-word, the initial node becomes increasingigher: it is
updated gradually and monotonically by a combimatai general,
lexical, and pragmatic actiofs.

3 In earlier works [10], the initial node is alsonatated with Tn(a), an
arbitrary node-address. Tn(a) is not articulatedeicent works [2, 8], the
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First, general actions are a set of actions thatstored in the DS
system and that are not lexicalized. Each genetarais formulated
as a program, or a sequence of instructions totapd#ree. Instructions
are in the conditional format (7).

@) IF ... (“...” is a condition to be met by a node
highlighted byo)
THEN ... (“...” is an action to be run if the conditia& met)
ELSE ... (“...”is an action to be run if the conditi@not
met)

The application of general actions is optionalaaspr may run general
actions at any time as long as the IF block is byetin active node.
Examples of general actions will be presented énrtiaxt sub-section.

Second, lexical actions are a set of actions ttestored in the DS
system and that are lexicalized. Lexical items @&soode a sequence
of instructions to update a tree, but lexical addidliffer from general
actions in terms of optionality: a package of awicencoded in a
lexical itema must be run every time is parsed. For instanciu (=
‘dog’) encodes the macro of actions (8), whpt (o) is a primitive
action to decorate a node with

(8) IF ?Ty(e)
THEN put (Fo(, X, inu'(x)), Ty(e))
ELSE ABORT

Thus, (8) declares that if a current node is ddedravith ?Ty(e), a
parser annotates the node with &0, inu’'(x)) and Ty(e). ABORT in
the ELSE block ensures that this action cannotXeewed unless the
IF block is met. In (8), 4 x, inu'(x)) is a type-e term that denotes a
dog, expressed in Epsilon Calcutug&s shown in (1), argument NPs in

assumption being that the node introduced by them is a root node of the
whole tree. In Section 4, | shall modify thexi&m so that it introduces a
node that is underspecified for a node-address.

4 Epsilon Calculus is a formal study of arbitrary msnn natural deduction in
Predicate Logic, proposed by David Hilbert. Evenantified NP is mapped
onto an epsilon term, a type-e term defined asimetran operator, a
variable, and a restrictor. In the casesf( inu'(x)), the existential operator
¢ binds the variable x that is restricted by thedprateinu’. This term stands
for an arbitrary witness of the Predicate Logicnfata Ix.inu'(x). Since
quantified NPs are uniformly analyzed as type-mgera quantified NP at an
object position is handled without assuming typiftisly or quantifier
movement [5]. A scope relation is expressed in @eacstatement, where
each term is in a dependency relation to others Statement is constructed
gradually as quantified NPs are parsed. Once a letenptatement arises,
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Japanese may be dropped. Thus, verbs encode a wfaamions to
build up a propositional skeleton with argumenttsldf NPs are
dropped, such slots are contextually assigned ngrifeNPs have been
processed, such slots collapse with the nodeshthat been created by
the parse of these NPs (cf. Section 3).

Third, pragmatic actions are a set of actions wrsdeematic rule-
structures are stored in the DS system but whoseution involves
pragmatic inference. A case of pragmatic actiongimant to the
present article is @STITUTION, which saturates a meta-variable. For
instance, the parse b& puts a meta-variable Fo(lJ ) at a node, with
a requirement that the node will be annotated witbrmula denoting a
male. This requirement drivesUSSTITUTION, replacing the variable
with a content denoting a male with reference tatextual factors.
SUBSTITUTION resolves underspecification in content. This iguite
familiar process in linguistics, but DS assumestl less familiar
form of underspecification: underspecification tfistural relation.

2.3 Structural Underspecification and Resolution

Within DS, a node may be initially unfixed and resa later. There
are three types of general actions to induce udfirgations with
different locality restrictions:

9 a. LocAL*ADJUNCTION to induce a node that is “locally”
unfixed
b. *ADJUNCTION to induce a node that is “non-locally”
unfixed

c. GENERALIZED ADJUNCTION to induce a node that is
“globally” unfixed

These general actions may be run only if a pointés at a type-t-
requiring node; so, unfixed nodes are always huognfa type-t-
requiring node.

First, LOCAL *ADJUNCTION induces an unfixed node that must be
fixed within a local proposition. This node is demed with
<1><11=>?Ty(t). This means that if a pointer moves up from an
argument node (and possibly keeps going througbtdumodes), then
a parser finds a type-t-requiring node. For ingang><1>?Ty(t)
may be $>?Ty(t), Te><11>?TYy(t), <To><1:><1:>?Ty(t), and so on.

every term in a proposition is “evaluated”: it esfts the full scope relation
into the restrictor of that term. Since this evéilwa process is not pertinent,
it is disregarded in this article.
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Given this restricted dominance relation, the nadéxed under the
closest type-t-requiring node. If a pointer crosse$ype-t-requiring
node, the relation includes more than onefe> as in
<to><t><11><1o>?Ty(t), which contradicts %><11->?Ty(t). This
unfixed relation is resolved by a case particle. iRstance, the lexical
action encoded in the nominative-case partigie puts the label
<1>?Ty(t) at an unfixed node, fixing it as a subjecde under the
closest type-t-requiring node.

Second, *AJUNCTION induces an unfixed node that may be
resolved at any node as long as the unfixed reladimes not cross a
LINK relation. Such nodes are marked by>?Ty(t), which ensures
that a pointer may cross a type-t-requiring nodes hon-local unfixed
relation cannot be resolved lexically. For instartbe accusative-case
particle o narrows down possible fixed positions to a setobfect
nodes, each under some type-t-requiring nodetlugds not specify a
unique position. However, this unfixed relation nimyresolved by the
general action NIFICATION: ?Ty(x)-unfixed node unifies with a Tyj-
fixed node, as a result of which the fixed nodasotated with the
union of the two declarative units.

Third, GENERALIZED ADJUNCTION induces a node that is wholly
unfixed (i.e. may be across a LINK boundary). Tglisbally unfixed
relation is modeled by decorating the unfixed neddé <U>?Ty(t),
where the “up” operator <U> models a dominancetigriaacross a
LINK relation, allowing a pointef to move up and to cross a LINK
boundary (cf. Section 2.1). An unfixed node indubgdGENERALIZED
ADJUNCTION may not be resolved by the parse of case partictethe
same reason as stated in the last paragraph.

2.4 LINK Relations

Within DS, two structures may be built up in tandeme of which is
LINKed to the other. LINK is a relation between twtructures that
share a formula, and it is used for modeling, amotiter things,
relatives in the following manner: a parser builds an adjunct
structure and LINKs the top node of the adjuncucitire to a fresh
node in an emergent main structure; a parser exwittis fresh node
with the content of the adjunct structure. In tleisurse of LINK
transitions there are two crucial steps.

First, the general action LINKNTRODUCTION induces a LINK
relation between a top node in an adjunct strucéune a new type-e-
requiring node in an emergent main structure. Ritwgrperspective of a
node in a main structure, the top node of an adjstracture may be
described by the operator <L> (cf. Section 2.1).t8e label <L= at a
node in a main structure declares that if a paseks at a LINKed
node in an adjunct structure, the LINKed node incaated witha.
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leen the inverse operator 2k, the following relation holds:
<L*>Tn(a) < Tn(aL).

(10)  LINK INTRODUCTION

IF Ty(t), <D>(Fo(1))
THEN nake(<L™>); go(<L™>); put (?3x.Fo(x[o]), ?Ty(e))
ELSE ABORT

In (10),meke andgo are primitive actions concerning a node creation
and a pointer movement, respectively. The IF blosfjuires that a
current node be of type-t and that a node somewselosv this node be
decorated with Faf), wherea is an arbitrary type-e termThe THEN
block requires that, if the IF block is satisfied,parser initiate an
inverse LINK relation from the current node to @&sih node in an
unfolding main structure, and decorate the nodé thié requirements:
?ax.Fo(x[a]) and ?Ty(e). 2x.Fo(x[a]) requires that this node will be
decorated with a term that contaimsas a sub-term; this ensures that
the two LINKed structures share a team

Second, the fresh node in an emergent main steigutecorated by
a head noun, and enriched with the content of thanat structure.
This enrichment process is formulated as the gérsaon LINK
EVALUATION.

(11)  LINK EVALUATION

I= Ty(e), Fot, v, o(y))

THEN IF <L>(Fog|(e, x, P(x))]))
THEN put (FO(e Y, o(0)&ylyl(e, x, PO))]))
ELSE ABO

ELSE ABORT

(s, ¥, 0(y)) is the content of a head noun, amds the content of a
relative clause, where,(x, P(x)) is the content of a gap in the relative
clause. A parser reflecig into the term €, vy, ¢(y)) as an additional
restrictor by re-bindinge( x, P(x)) in y with the variable y, as ire(y,
o(V)&ylyl(e, X, P(X))]). As a consequence, this composite term denot
an entity that satisfies not only the descriptibithe head noun but also
the description of the relative clause.

5 In the previous work [9], the operator with theehe-stag- (instead of the
“down” operator <D>) was used. This article presdnfNK INTRODUCTION
by replacing|- with <D>. This is because Japanese relatives @treamsitive
to islands, as will be pointed out in Section 4:Ae next section shows that,
even if this modification is made, the present ieoers of LINK
INTRODUCTION iS not adequate.
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3 The Problem

Let us outline the previous DS account of Japanglsdives [2, 9, 13].
Consider (12), where the head natoko (= ‘man’) is preceded by the
relative claus®ai-ta.

(12) [Nai-ta otokd-ga nige-ta.
[cry-PAST man]NoMm run.awayPAST
‘A man who cried ran away.’

In this earlier view, the AloM induced the initial node (6). Sincaku
(= ‘cry’) may belong to an embedded structure ofaditrary depth, a
parser introduced a globally unfixed type-t-requgrinode by running
GENERALIZED ADJUNCTION. This unfixed relation is shown by the
dotted line in (13). Under this node, a parser ttan lexical actions
encoded imaky constructing a propositional template with a sabj
slot. Since no argument NPs had been parsed, arpamaotated this
subject slot with the ternz,(x, P(x)), whereP is an abstract predicdte.

(13)  ParsingNai-ta’
{?Ty(®)}

{Fo(naku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x))), ¢}
/\
{Fo(e, X, P(X)), Ty(e)} {Fo(aku), Ty(e—t)}

Then, in order to parse the head natiokg a parser executed LINK
INTRODUCTION, initiating an inverse LINK relation from the type
node to a new type-e-requiring node in an unfoldimgn structure, as
shown by the curved arrow in (14). This node was aglobally unfixed

with respect to the root node since it might turrt to be part of a
larger structure.

6 In some previous accounts [2, 13], the node fgamis notated as a variable.
But this article follows a more recent account [9Hiecorating the node with
a term involving an abstract predicate P. Howetlgs, is just for expository
purposes, and the analysis to be proposed in Settinay be recast in line
with the previous accounts [2, 13].

7 In this and subsequent trees, only relevant latr@expressed in declarative
units.
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(14)  ParsingNai-ta + LINK INTRODUCTION
{?Ty(®}

{Fo(naku(e, x',..l.-‘.’(x))), Ty(t), <D>(Fog€, x, P(x)))}
/\
{Fo(e, X, P(x)), Ty(e)} {Fo(haku), Ty(e—t)}

The current node in (14) was then decorated bypdrse of the head
noun otokq and enriched by LINKEVALUATION. The resulting
declarative unit is shown in (15).

(15) {Fo(e, y, otokd(y)& naku(y)), Ty(e), ©}

This type-e node was fixed as a subject by theepairshe nominative-
case particlga. The parse ofiigeru (= ‘run away’) then created a main
structure, where the type-e node decorated withdédarative unit
(15) was identified as a subject node.

Notice that the previous DS account ends up with uwfixed nodes
of the same type hung from the same node, as shguime two dotted
lines in (14). That is, the Aom set out an initial node as the root node
of the whole tree, and with respect to this roadertwo unfixed nodes
were introduced for the relative clause and for tiead noun. But
multiplication of unfixed relations is not licitniLogic Of Finite Trees
[1], each node must be uniquely identifiable widspect to the other
nodes in a tree; but if two unfixed nodes with theeme locality
restriction were hung from the same node, they dolle
indistinguishable and cannot be uniquely definethatree.

More than one unfixed node, however, may be huom fthe same
node if they are of different sorts. Recall thagrthare three types of
locality restrictions on unfixed relations and tttaty differ in terms of
where an unfixed node may be resolved (cf. Se@i@) This means
that if two unfixed nodes have different localitystrictions, they are
distinguishable and may be introduced from the saowe. In (14),
however, the two unfixed relations are both globalinfixed and
cannot be distinguished. Thus, the tree (14) imé#dly illegitimate, and

8 “Structural underspecification and resolution” fermally similar to
“functional uncertainty” within LFG [7], but it sees there is no LFG
analogue of the unique-unfixed-node constraintirectional uncertainty for
Focusmay have more than one solution if the valuesstaeach member of
the set being associated with different values {(Mdry Dalrymple p.c.).
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it is concluded that the previous DS account obdape relatives [2, 9,
13] is inadequate.

The problem of multiplying unfixed relations occgsnerally in the
DS treatment of complex NPs in verb-final languag@sh as Japanese
and Korean. This is because a modifier (e.g. rdatiause) in these
languages precedes a head noun, and the head owoldnbe part of a
larger complex NP. The challenge is how a parsecgsses complex
NPs incrementally in these languages without miyitig unfixed
relations with the same locality restriction.

4 Solution

This section proposes a solution to the problemsediiin the last
section. The heart of the proposal is to let a gradetermine node-
addresses flexibly. To this end, | shall drop tlssumption that the
Axiom introduces a root node of the whole tree anddhatad noun is
processed with respect to this root node.

Firstly, the A&iom is modified so that it introduces a node decorated
with not only the type requirement ?Ty(t) but atbe node-address
requirement 2x.Tn(x), together with a place-holding variable far
node-address, as in Tn(U).

(16)  Axiom (modified)
{Tn(V), ?3x.Tn(x), ?Ty(1),0}

The meta-variable U may be substituted with 0, imclv case the node
is identified as a root node. Alternatively, it miag substituted with an
arbitrary constant “a”, whose actual manifestatigt be determined at
a later step (cf. Section 4.1).

Second, LINK NTRODUCTION is modified as in (17), where the
essential point is that a node for a head noun tigctsrally
underspecified with respect to a new type-t-reqgirnode. In plain
English, (17) declares the following: if a nodefsype-t and decorated
with a proposition involving a term, a parser initiates an inverse
LINK relation from this propositional node to a g4e-requiring node;
this type-e-requiring node is annotated with thgunement that this
node will be annotated with a term containings a sub-term; a parser

9 The use of meta-variables in modeling an undeifipation of node-address
is inspired by Ronnie Cann, and the use of arbitcanystants to saturate
such meta-variables is suggested by Ruth Kempsoam | grateful for
insightful discussions | have had with them.
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structurally underspecifies this type-e-requirirage with respect to a
new type-t-requiring nod®.

(17)  LINK INTRODUCTION (modified)

IF Ty(t), <D>(Fog))

THEN nake(<L™>); go(<L™>); put (?3x.Fo(x[o]), ?Ty(e));
make(<1*>); go(<1*>);
put (Tn(U), AxX.Tn(x), ?Ty(t));go(<|*>)

ELSE ABORT

4.1 lllustration One: Simple Cases of Relatives

For illustration, let us consider the simple caderalatives (12),
repeated here as (18).

(18) [Nai-ta otokd-ga nige-ta.
[cry-PAST man]-NOM run.awayPAST
‘A man who cried ran away.’

An initial node is set out by the modifiedx®M. Unlike the previous
DS account [2, 9, 13], a parser may process tlaivelclauseNai-ta
directly under this initial node.

(19) ParsingNai-ta
{Tn(U), 7ax.Tn(x), Fofaku(e, x, P(x))), Ty(t), <D>(Fog€, x, P(x))), ¢}
/\
{Fo(e, X, P(x)), Ty(e)} {Fo(naku), Ty(e—t)}

If the string ended here, a parser would identify top node as a root
node of the tree by saturating Tn(U) as Tn(0).18)( howeverNai-ta
is a relative clausk. Further, it is unknown at this point how deeply

10 The locality restriction on this type-e-requiringfixed node is the same as
that imposed by *AJuncTION. This is because a head noun may be long-
distance scrambled; for the detail, see a DS adcofinlong-distance
scrambling [2].

1 When the vermaku appears in a relative clause, it has a speciahation
[13] (cf. Section 1). This intonational cue canit@ made use of in the
previous analysis [2, 9, 13], whereex&RALIZED ADJUNCTION had to fire
before the parse of relative clauses. By contrashyi analysis, a parser does
not run GNERALIZED ADJUNCTION, and may process a relative clause
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the relative clause is embedded. Thus, a parsestigibs Tn(0) with
Tn(a), where “a” is an arbitrary constant whose ifiegtation is worked
out at a later step. A parser then runs LINNCRODUCTION (17) in
order to create a node for the head notako (= ‘man’). At this stage,
the tree has been updated as in (20), where akeimchematizes the
internal structure.

(20)  ParsingNai-ta + LINK INTRODUCTION
{Tn(U), BX.Tn(x), ?Ty(t)}

{23y Fo(yle. x, PG)]), 2Ty(e),}
{Tn(a), Fohaku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x)))}

In (20), the current node is non-locally unfixedtwrespect to a new
type-t-requiring node (cf. footnote 10). This naedl unfixed relation
is shown by the dashed line.

Now that a type-e-requiring node is present, agransay process
the head noumtoko (= ‘man’), decorating the node with content and
type, and LINK EYALUATION then incorporates the content of the
relative clause into the node.

(21)  ParsingNai-ta otoko +LINK EVALUATION
{Tn(V), 2x.Tn(x), ?Ty(0)}
{Fo(c, y, otokd(y)& naku(y)), Ty(e), }

{Tn(a), Fofaku(e, x, P(x))), Ty(t), <D>(Fot, x, P(x)))}
T

The rest of the process is as usual: the nominatge particlega

marks the current node in (21) as a subject nodle,tlee matrix verb
nigeru (= ‘run away’) fleshes out a main propositionalisture, where
the subject node is identified as the node forhtbad noun. Finally, a
parser saturates Tn(U) at the top node as Tn(@yrirg that this is a
root node. Once this node-address is specifiedatheal manifestation

directly under an initial node set out by thei@v. The intonational cue then
helps the parser to saturate Tn(U) at the initiaenas Tn(a).
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of the arbitrary constant “a” in Tn(a) is automaltig explicated as
Tn(OOL).

(22)  Parsing Nai-ta otokd-ga nige-ta
{Tn(0), Foligeru(e, y, otokd(y)& naku(y))), Ty(t), ¢}
/\
{Fog, vy, otokd(y)& naku(y)), Ty(e)} {Fo(nigeru), Ty(e—t)}

{Tn(00L), Fo(aku(e, X, P(x))), Ty(t), <D>(Fog, x, P(x)))}
—

Notice that in the tree update above, no multipiéxed nodes have
been induced. This is because a node for a head isostructurally
underspecified with respect to a new type-t-reqgimode that may be
distinct from the root node of the whole tree.

The account is also applicable to (23), where ken(lL8), part of the
matrix clause (i.eTom-gg is processed before the relative clanae
ta.

(23) Tom-ga [nai-ta otokd-o nagusame-ta.
TomNOM [cry-PAST  man]AcC comfortPAsT
‘Tom comforted a man who cried.’

Again, an initial node is set out by thexilam (16), and after bcaL
*A DJUNCTION creates a type-e-requiring unfixed nodem decorates
the node with content and type agafixes it as a subject node. Since
Tom-gais part of a matrix clause, Tn(U) may be saturaedn(0), a
node-address for a root node of the whole tree.

(24)  ParsingTom-ga
{Tn(0), ?Ty(1), ©}

{Fo(Tom), Ty(e)}

What comes next isaku (= ‘cry’). A parser would develop the current
propositional structure ifnaku were a matrix verb. In (23), an
intonational break betweefiom-gaand nai-ta signals thahakuis an
embedded verb, and a parser ruEsiERALIZED ADJUNCTION to induce
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a globally unfixed type-t-requiring nod&.The lexical actions encoded
in naku flesh out this type-t-requiring node, providingpepositional
template where a subject slot is decorated withiehm €, x, P(x)), as
usual.

(25)  ParsingTom-ga nai-ta+ GENERALIZED ADJUNCTION
{Tn(0), ?Ty(t)}

oo Ty
{Fo(naku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x))), *}
/\

{Fot, x, P(x)), Ty(e)} {Fo(naku), Ty(e—t)}

A parser runs LINKNTRODUCTION, initiating an inverse LINK relation
to a type-e-requiring node that is unfixed withpes to a fresh type-t-
requiring node.

(26)  ParsingTom-ga nai-ta+ LINK INTRODUCTION
{Tn(0), ?Ty(t)} {Tn(V), 73x.Tn(x), ?Ty(t)}

(Fo(Tom), Ty(@} ™, {By.FollE x, PO, ?Ty(e), %}
{Fo(naku(e, x‘,‘xP(x))), Ty(t), <D>(Fog, x, P(x)))}

The rest of the process is as usual: (a) the head atoko decorates
the current node with content and type; (b) LINE/ALUATION
incorporates the content of the relative clause thé node for the head
noun; (c) the accusative-case partiolenarks this node as an object
under the type-t-requiring node; (d) the matrix bveragusameru
(= ‘comfort’) develops this type-t-requiring nodey kproviding a
propositional schema, where the object slot colapsith the node for
the head noun and the subject slot is decoratddamheta-variable as
in Fo(V).

12 Here, *ADJUNCTION cannot fire because this general action requitas a
current node not have any dominated node. In teegnit case, the current
node has a dominated node (i.e. the node decorétedo(Tom)).
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(27)  ParsingTom-ga[nai-ta otokd-o nagusame
{Tn(U), 23x.Tn(x), ?Ty(1),¢}

{Fo(V), Ty(e)} {?Ty(e-1)}

{Fo@gusameri), Ty(e—(e—t))}
{Fo(e,y,otokd(y)& naku(y)), Ty(e)}

{Tn(0). 7Ty (0}

{Fo(Tom), Ty(e)}
{Fo(naku(e, x, P(x))), Ty(t), <D>(Fogt, x, P(x)))}

Now, a parser may saturate Tn(U) at the curreneres Tn(0). As a
result, this node is identified with the node set by the Aiom.
Concomitantly, the node decorated with Fo(V) cakgpwith the node
decorated with Fdjom). (Recall that the dotted line indicates a
globally unfixed relation, which may cross a LINkKoundary.) For
reasons of space, only the declarative unit ardbé node is provided
here as (28), which correctly represents the teatiditional content of
the string (23).

(28) {Tn(0), Fo(agusamerifs, Yy, otokd(y)& naku(y))(Tom)),
Ty(t), ©}

4.2 lllustration Two: Relative Clause Nesting

In the present account, a node for a head nountrigctgrally
underspecified within a new propositional structussd once this
propositional structure is fully developed a parsesy run LINK
INTRODUCTION to induce another inverse LINK relation. Thus, the
account naturally models successive relative clanseedding without
failing to capture the left-to-right processing tife sequence. To
illustrate, consider the case of relative clausgting as in (29), where
the complex NPNai-ta otoko(= ‘a man who cried’) is part of the
relative clause that modifies the head nbita (= ‘person’).

(29) [[Nai-ta otokd-o nagusame-ta hifega
nige-ta
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[[cry-PAST man]acC comfortPAST  person]NOM
run.awaypPAST
‘A person who comforted a man who cried ran away.’

The parse of this string up ttoko (= ‘man’) gives rise to the same tree
as (21). The unfixed node fotokois marked as an object node by the
accusative-case particte Then,nagusamery= ‘comfort’) provides a
propositional template; an object slot collapseth wie node foptokqg
and a subject slot is decorated with &0f, Q(y)). At this stage, a
parser may run LINKNTRODUCTION once again in order to parse the
head nounhito, initiating another inverse LINK relation from the
propositional node decorated with Ragusameric)(e, y, Q(y))) to a
type-e-requiring node.

(30)  Parsing Nai-ta otokd-o nagusame-ta LINK INTRODUCTION
{Tn(V), ’le.Tn(x)} 2Ty(t)}
{73y Fo(zlEe y, Q). 2Ty(e).)
{Tn(b)w, QW) Ty(t)}
{Fo(e, y, Q(¥)). Ty(e)}  {Fo(nagusamerifc)), Ty(e—t)}
[{Fo(a), Ty(e)}  {Fo(nagusamerl), Ty(e—(e—t))}
{Tn(a), Fopaku(e, x, P(x))), Ty(t), <D>(Fog, X, P(x)))}
—

where= (g, y, otokd(y)& naku(y))

The rest of the process is as usual: (a) the cun@ute is decorated by
the head noumhito; (b) LINK EvALUATION reflects the content of the
relative clause into the node foito; (c) the node fohito is marked as
a subject by the nominative-case partiga under a new type-t-
requiring node; (d) this type-t-requiring node lisshed out bynigeru
(= ‘run away’), where the subject slot collapsethwhe node fohito;
(e) finally, Tn(U) at the top node is saturatedTag0), a node-address
for a root node of the whole tree. The declaratingé at the root node
is shown in (31).

(31) {Fo(nigeru'(e, z, hito'(z)& nagusamerife, v,
otokd(y)& naku(y))(2))), Tn(0), Ty(t), o}
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4.3 lllustration Three: Scrambling of Complex NPs

Japanese allows the permutation of arguments, lEEdcacrambling”.
Thus, a head noun modified by a relative clause meayfronted:
compare (23) with (32).

(32) [Nai-ta otokg-o Tom-ga nagusame-ta.
[cry-PAST man]ACC  Tom-NOM comfortPAsT
‘Tom comforted a man who cried.’

Scrambling is also dealt with by the present actdun(32), the parse
of the relative clausblai-ta provides a propositional template, where a
subject slot is decorated with ko, P(x)), and LINKINTRODUCTION
initiates an inverse LINK relation from this typeibde to a type-e-
requiring unfixed node. This unfixed node is detedaby the head
nounotoko (= ‘man’) and enriched by LINKEALUATION .

(33) ParsingNai-ta otoko +LINK EVALUATION
{Tn(V), Bx.Tn(x), ?Ty(t)}

{Fo(e, y, otokd(y)& n‘él’kirj‘r(y)), Ty(e), ¢}
{Tn(a), Fofaku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x)))}
_—

The current node is marked as an object node bywtbasative-case
particleo. Then, a pointef goes up to the type-t-requiring node, where
Tom-gainduces a subject nhode andgusamery= ‘comfort’) creates a
propositional template, where a subject slot caéapwith the node for
Tom Finally, Tn(U) is saturated as Tn(0). The rootl@as decorated
with (34); this declarative unit is exactly the sa@as the one in (28),
which predicts that the string (32) is truth-coratitlly equivalent to
the string (23).

(34) {Tn(0), Fo(hagusamerife, y, otokd(y)& naku(y))(Tom)),
Ty(1), o}
4 4lllustration Four: Unbounded-Dependency and Isldndensitivity

Japanese relatives exhibit “unbounded-dependerecyiéad noun may
be associated with a gap in a relative clause aaodause boundary.
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Thus, in (35), the head nowtoko (= ‘man’) is associated with the
subject gap ohaku (= ‘cry’) across the clause boundargm-ga ... i-
tta.

(35) [[Tom-ga [nai-ta td i-tta] otokd-ga
nige-ta.
[[Tom-NOM [cry-PAST COMP| sayPAST]| man]NOMm

run.awaypPAST
‘A man who Tom said cried ran away.’

Prior to the head noustokq the parse of (35) leads to the semantic tree
(36).

(36) ParsingTom-ga nai-ta to i-tta

{Tn(a), Fo(u’'(naku(e, X, P(x)))(Tom)), Ty(t), <D>(Fo(, X, P(xX))), ¢}
T

<D>(Fof, x, P(x))) declares that the terme,(x, P(x)) is found
somewhere below the current node (possibly, aaddslK boundary;

cf. Section 2.4.) Thus, the IF block of LINKITRODUCTION is met and

a parser initiates an inverse LINK relation to peiye-requiring node,
imposing a requirement that this node will be aatest with a term
containing €, x, P(xX)) as a sub-term. This type-e-requiring node is
decorated by the head nootoko (= ‘man’) and enriched by LINK
EVALUATION .

(37)  ParsingTom-ga nai-ta to i-tta otoko £INK EVALUATION
{Tn(U), Ax.Tn(x), ?Ty(t)}
{Fog, y, otokd(y)& iu'(naku(y))( Tom)), Ty(e), °}

{Tn(a), Fofu’'(naku(e, x, P(x)))(Tom)), Ty(t), <D>(Fog, x, P(x)))}

The current node is marked as a subject by the matime-case particle
ga, and the matrix verlmigeru (= ‘run away’) creates a propositional
schema where a subject slot collapses with the fardstoka The root
node in the final state is decorated with the datikee unit in (38).

(38) {Tn(0), Fo(igeru(e, Yy, otokd(y)& iu'(naku(y))(Tom))),
Ty(t), ©}
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Given the lack of restrictions on where the ternbéoshared in the pair
of LINKed structures is to be detected, it is peteli that Japanese
relatives are not sensitive to “islands”: that ashead noun may be
associated with a gap across an island boundatyTh2s, as shown in
(39), the head nouhito (= ‘man’) may be associated with the subject
gap ofkau (= ‘buy’) even though this association crossesmplex NP
island boundary that is formed Ba-tta tokei

(39) [[Ka-tta  toke]-ga nisemonoda-tta hito]-ga  nai-ta.
[[buy-PAST watch]Nom fakePAST man]NOM  Cry-PAST
‘A man such that a watch he bought was a fake ¢ried

One may wonder whether the use of the operator #D*:INK
INTRODUCTION is a stipulation, but there is a rationale. As bagn
assumed, verbs in Japanese provide a propositekséton where
argument slots are decorated with meta-variablad, saturation of
meta-variables is not structurally constrained.l3NK | NTRODUCTION
is defined with the operator <D>, which models weakest dominance
relation, so that the label <D>(FQ] and the primitive action
put (73x.Fo(x[a]), ?Ty(e)) ensure that a term which will inhabihede
for a head noun may be found “deep inside” thetixedaclause
structure (i.e. across a LINK relation).

5 Conclusion

This article has pointed out that the extant DSant of complex NPs
in verb-final languages, especially Japanese velstis not adequate in
that it multiplies unfixed relations with the sarozality restriction.
This formal problem disappears if node-addresses specified
flexibly. To this end, the AOM and LINK INTRODUCTION are
modified and tested against a range of data pogddmnese relatives.
In closing, it should be noted that the refined p&ser is more
realistic than the past DS parser [2, 9, 13]. la fnevious account,
some sort of “look ahead” device needs to be asduthat is, a parser
must foresee that an incoming string has an emhkedideise and run
GENERALIZED ADJUNCTION before it starts to process the string.
Although it was suggested that intonational cuesevesailable to the
parser, such cues would not obtain until a verlhiwia relative clause
is parsed. By contrast, the parser proposed indtiisle may start to
process a string without executingEX&RALIZED ADJUNCTION in
advance because an initial node set out by thiev does not have to
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be a root node of the whole tree and it may be Idpee by the parse
of an embedded clause. This account makes uset@faitional cues
more effectively in order to saturate Tn(U), an emspecified node-
address3
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