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Editorial

It is my pleasure to present to the readers a ssueiof IJCLA. This
issue presents papers on four topics: lexical resguand specifically
WordNet; grammar, semantics, and dialogue; infoimnaextraction;

and sentiment analysis and social networks.

Lexical resources are the heart of most naturajuage processing
technologies. Specifically, WordNet has traditiopabeen the most
widely used lexical resource. It groups words vifie same meaning
together (such groups are called synsets and erepecific lexical
meanings that exist in a given language) and stgmadifferent senses
of the same word into different synsets. In additib specifies a wide
variety of relationships between such lexical megsj such as genus—
species, part—-whole, etc.

R. Amaro et al. (Portugal and Spain) report new developments in
building a Portuguese WordNet. The original WordMets built for
English; development of WordNet-like dictionaries bther languages
is a priority task for the corresponding commusitier addition, such
development sheds light on the commonalities baetWaeguages and
differences that require adjustments in the strectaf WordNet. For
Portuguese recently a number of rich high-qualéyidal resources
have been recently developed (a comparative asabjgome of them
is given in another paper in this volume), whichkes Portuguese an
attractive alternative to English for language-ipgledent and
multilingual natural language processing experimedtmaro et al.
describe their efforts on increasing the density refationships
represented in Portuguese WordNet.

A. A. Freihat et al. (Italy and India) address the phenomenon of
specialization polysemy and study it on the malkdoiand in WordNet.
Specialization polysemy is a phenomenon observeshvehword has
two senses, one of which can be considered in ticeway more
specific than another, that is, included in theeatlbetection of this
phenomenon is important in natural language praegszpplications
such as machine translation or information retiiev&reihatet al.
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describe and classify different situations in whispecialization
polysemy appears in WordNet.

The next section is devoted to classical problefmatural language
processing: grammar, semantics, and dialogue.

T. Seraku (UK) presents a solution to a class of probleniated
with incremental syntactic parsing. In some lan@sathe syntactic
structure of a sentence is defined very late in ahalysis process,
practically only when the whole sentence has beed by the parser.
This poses efficiency and complexity problems tce tharsing
algorithm. Seraku proposes a solution based onrdignaddressing of
the parsing tree nodes in the parser’s internal ongniExamples are
given for the Japanese language.

Y. Haralambous andV. Klyuev (France, Japan) consider the task of
semantic analysis of text, which can also be caked understanding.
Text understanding is in a way the philosophemmest the ultimate
goal of natural language processing with which, ités achieved, all
other tasks would be easily solved. In its turn @etic analysis
requires deep and broad knowledge about languajalaout the world
and human life. Probably the wider available singteirce of such
knowledge is Wikipedia. Haralambous and Klyuev ioyer a particular
technique of semantic analysis, known as Expliein&ntic Analysis,
using knowledge that can be extracted from thecgira of Wikipedia.

N. Vadasz et al. (Hungary) continues the topic of understanding
text, addressing the problem of understanding tttentions of the
speakers in monologs or dialogs. They presentradbframework for
representing people’s beliefs, desires, and irdastin a logical form.
Their framework allows for analysis of joking, Ignfibbing, bluffing,
expressing polarity and opinions, etc. They illattrtheir formal ideas
with numerous examples.

Z. Wei et al. (HK, UK, Quatar, China) show how to identify
exploratory dialogs in text. Exploratory dialog ia type of
communication between persons with deep understgndf each
other’'s ideas, which implies proactive, positivenda creative
participation in the communication. Such dialogse agspecially
important in learning environments and can occuiwben students or
between the teacher and a student. It is importantietect and
encourage this kind of dialog, and discourage nqiegative dialogs
in learning and academic environments. Weil. use machine learning
techniques to classify dialogs into explorative armh-explorative. |
guess the authors themselves have mastered welingfeatant art of
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explorative communication, showing an impressiveanggle of
successful academic cooperation between teams fooum different
countries!

The next paper is devoted to the field of informatiextraction:
identifying specific facts or relations in a givehematic domain
expressed in the text.

R. Nawaz et al. (UK) present their system for determining
descriptions of new biological events in biomediselentific papers.
The amount of published scientific literature noassl does not allow
the researcher to read or even look through allighdd literature on
the topic of their research. Instead, automatic semi-automatic
methods have to be used to locate relevant pidcegoomation. This
problem is especially observed in biomedical litera with its huge
and rapidly growing body of published experimentaita. Reports
about newly observed events are intermixed in élxéstwith mentions
of already known events; however, it is importantdentify the novel
contents of a scientific paper and the new biolalgievents
communicated in this paper. Nawat al. report more than 99%
accuracy of their system in classifying the merdiof bio-events into
new and previously known.

Finally, the last three papers are devoted to wemti analysis,
opinion mining, and analysis of the phenomena étlogosphere and
social networks. This is a very hot topic nowadawith a lot of
attention from private companies and governmeraedlds drawn to it.

L.A. de Freitas andR. Vieira (Brazil) compare a humber of lexical
resources available for opinion mining and sentimanalysis in
Portuguese language. As | have mentioned abovéyudRmse natural
language analysis community has developed goodstrfrcture with
rich and high-quality lexical resources, which aa only useful for
development of accurate applications for this lagg) but also for
testing language-independent or otherwise non-Emglriented
methods. Freitas and Vieira give an overview ofhslexical resources
available for Portuguese in the area of emotiontisent, and opinion
analysis.

B.-K.H. Vo and N. Collier (Japan) analyze the emotions that
Twitter users expressed during the tragic 2011 GEeast Japan
earthquake and tsunami and its aftermath that decluleak of
radioactivity from the Fukushima nuclear reactorsd auncertainty
about possible nation-wide nuclear catastrophe.yThegue that
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automatic analysis of emotions expressed in soaddorks in critical
situations can help the government to quickly me&gect decisions
on social help and overall control of the situati®pecifically for the
earthquake situations, Vo and Collier present acsein of the
corresponding emotions to be tracked and two dleasbn methods
for these emotions to be automatically identifiedniassive Twitter
flows.

L. Jia et al. (USA) address the task of blog retrieval with an
additional requirement; the retrieved blog postousth not only
correspond to the user query but also be of a fepecifacet:
opinionated or factual, personal or official, amddepth or shallow.
Obviously, for this the blog posts are to be clessialong these
dimensions. Jia&t al. propose the corresponding classifiers and show
experimental results that confirm the effectivenefsheir proposed
methods.

This issue of IJCLA will be useful for researchessydents, and
general public interested in various aspects ofuraatlanguage
processing.

GUESTEDITOR:

AJITH ABRAHAM

DIRECTOR

MACHINE INTELLIGENCE RESEARCHLABS
(MIR LABS), USA

E-MAIL : <AJITH.ABRAHAM @IEEE.ORG>



Lexical Resources







IJCLA VOL. 4, NO. 1, JAN-JUN 2013, PP. 11-27
RECEIVED 07/12/12 ACCEPTED 11/01/13 FINAL 14/06/13

Increasing Density through New Relations
and PoS Encoding in WordNet.PT

RAQUEL AMARO,' SARA MENDES Y2 AND PALMIRA MARRAFA®
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ABSTRACT

This paper reports research developed in the sadgmuilding

a wordnet for Portuguese (WordNet.PT), particuladgifsing
on the impact the results obtained have in the items the
network of relations and, thus, on its usability féLP tasks.
Following from basic research on different lingiggbhenome-
na and on strategies for modeling them in relatiomadels of
the lexicon, the implementation of these resultewarts to a
richer resource, with new cross-PoS relations andrimfation

on event and argument structures, thus cruciallytgbuting to

accurately modeling all the main PoS in the dat&ha¥e also
define a way to integrate prepositions in wordnatd discuss
the motivations and modeling strategies used teadd®ased on
this work, we show how our contributions augment thec

age and the accuracy of WordNet.PT, by increasiegdénsity
of the network of relations, thus making it morehledor NLP

applications.

KEYWORDS wordnets; cross-PoS lexical semantic relations;
network density; linguistic coverage
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1 Introduction

WordNet.PT (WN.PT) ([1],[2]), a wordnet for Portuguese deyeld
according to the approach of EuroWordNet (EWN))([Bfesents distinc-
tive properties concerning the extension of theketlations used and the
strategies employed for attaining lexical coverage.

The initial strategies employed for building WN.Rad as main con-
cern the accuracy of the resulting resource, rdttzer its extension. This,
together with a strong focus on research, motiviitedption for the man-
ual selection, description and encoding of all WNd&ta, resulting in a
smaller but much more reliable lexical resourcengared with automati-
cally and semi-automatically constructed databagkse. enlargement of
the database has followed the semantic domain®agprinvolving the
integration of lexical items from different PoS, ielh motivated the need
for enriching the model with more information, ndynaformation on
selectional properties and new PoS, and for engodew relations, in
particular cross-PoS relations.

In this paper we present research developed irs¢bpe of building
WN.PT, particularly focusing on the impact the tessobtained have in the
density of the network and, thus, on its usabittyNLP tasks. In Section 2
we present and discuss research on different Stiggghenomena, particu-
larly regarding new relations, with a special foomscross-PoS relations,
introduced in WN.PT to model all the main PoS ia tlatabase and to
encode information on argument structures. Se@&i@sdedicated to the
impact the contributions and modeling strategigslemented in WN.PT
have on the density of the network. Section 4 cated this paper with our
final remarks and considerations regarding futusekw

2 WordNet.PT Relations: Innovation and Coverage

WN.PT adopts almost entirely the set of relatioefingd in EWN, excep-
tion being thebERIVED, PERTAINSandBE IN STATErelations. The first two,
besides being morphological relations, are someedraplementary to the
set of relations used in EWN (see [3]:37): theti@leDERIVED is only used

when there is a morphological link between two sigsand a lexical-
conceptual relation already stands; the relatiBRTAINS fulfills a void,

! http://www.clul.ul.pt/clg/wordnetpt
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whenever there is a clear morphological link betwaeayiven noun and a
given adjective and no other relation clearly star@given the lack of a
clear stable conceptual relation holding betweendwiorms linked via
these relations, we do not use th@mIN STATErelation is addressed fur-
ther below.

Interesting enough, these relations are mostly tsedlate nouns and
adjectives, and can be seen as a way of linkingctidgs in the lexicon,
given that hyperonymy is not a structuring relaiiothe case of this PoS
and that it does not hold for many adjectival si;idgeundamental research
on event structure and on adjectives developedndtiN.PT ([4],[5]) has
led to the definition of new semantic relations fluiather support discard-
ing the ones mentioned above.

2.1 Adjectives in WordNet.PT

Following research on adjectives and their modeiingelational lexica
([6].[4]), in WN.PT we defined the following set ofelations —
CHARACTERIZES WITH REGARD TQ SETS VALUE TQ IS BY DEFINITION
RELATED TO, IS A CHARACTERISTIC OFandIS TELIC SUBEVENT OF, dealing
with various complex lexical semantics phenomegarding adjectives in
a general and systematic way.

AlthoughHYPERONYMY is the main structuring relation in wordnets, the
semantic organization of adjectives is considerdifgrent ([7]): nothing
like the hierarchies of hyponymic relations is &lade for adjectives. Also,
descriptive and relational adjecti¢efiffer in terms of intrinsic meaning
and of syntactic and semantic behavior (see [4]G&r a detailed discus-
sion on this issue). In WordNet ([8], [9]), destiip adjectives are orga-
nized in clusters of synsets, an organization thators psychological
principles of the organization of the lexicon ([7])

As argued in detail in [6] and [4], descriptive exdjves typically apply
an incidence relation of a single property to teeafation of the noun they
are related to in context. Put somewhat simplisticeney assign a value
of an attribute to a noun. These values can béffefeht types: Boolean
values, scalar values, and values that are naitteenor the other. Encod-
ing this information in wordnets contributes to @ren accurate lexical

2 Wordnets leave out non-restricting adjectivessTdption is based on the fact
that, as pointed out by different authors ([10J1][1[4], etc.), non-restricting
adjectives are a small class with a very particatanantic contribution, closer
to semantic operators than to other adjectives.
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representation of this PoS. In view of these ptigserin WN.PT we use a
small set of conceptual relations to representrihdise adjectives, some
of which inherited from the general EWN framework.

In WN.PT we use a semantic relation correspondintpe ATTRIBUTE
relation of WordNet to encode the relation betwadjectives and attrib-
utes, which we label asCHARACTERIZES WITH REGARD TdS
CHARACTERIZABLE BY for the sake of transparency for non-specialistsuse

1. {tall} oy cHARACTERIZES WR.T {height}y/{height}y s
CHARACTERIZABLE BY {tall} agj

Naturally, our claims regarding this semantic refaire not related to
the label used to encode it, but rather to the ivesyused in WN.PT. In
WordNet 3.6, in each adjective cluster, only focal adjectiges linked to
an attribute. This is counter-intuitive, since tiedation holding between
cold andtemperaturas just as strong as the relation linkijglid andtem-
perature for instance. Moreover, the information regardivitich attribute
is associated to a given adjective — which isagstelevant for focal adjec-
tives as for any other adjective in the clusteran only be obtained in
WordNet 3.0 if a mechanism for navigating the nekwof relations is
developed in order to extract information expreg$setbcal adjectives and
assign it to non-focal adjectives, where appropriahother crucial differ-
ence regards the relations used for the defintibadjective clusters: in
WordNet 3.0 adjectives are associated by semaintitasty to a focal
adjective to form clusters, and linked to a cotimmgscluster through
ANTONYMY . Instead of using a similarity relation that clgaroses prob-
lems (see [4]:95 and ff.), we claim that all adjext ascribing values of the
same attribute are linked to this attribute and tlelated amongst them-
selves. This way, without having to encode it diyeend somewhat artifi-
cially in the network, the clusters argued to betenbasis of the organiza-
tion of adjectives are obtained: not around pdigpposite adjectives, but
around a common attribute, overcoming the neeefiaalfocal adjectives
for each cluster.

At the same time that it overcomes the shortcomimestioned above,
it can be argued that this strategy results indbssformation, as the rela-
tion between adjectives associated to close valuagjiven attribute is not
explicitly encoded in the network. This is partanly relevant in the case
of scalar adjectives, as these adjectives detevailnes that are organized

3 http://wordnet.princeton.edu/wordnet/
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relatively to each oth&r[12] state that gradation is in fact a semamtia-r
tion organizing lexical memory for adjectives. Hoer it is not encoded
in WordNet because it is rarely lexicalized in Hsigl But besides this
individual organization relatively to each othesalar adjectives are also
organized around areas of a scale: typically twioemes and a middle
value. Despite the relevance of continuing to dgveesearch on how to
model adjective scales ([13]), we start with a seamodeling of this ad-
jective subclass, which encodes the area of theoppate scale to which
the attribute value assigned by a given adjecteleriys. To accomplish
this we use a new semantic relation to link thecttlje and the lexicaliza-
tion of the value it assigns, typically an advesBTS VALUE TdIS THE
VALUE SET BY.

2. {tall} pqj SETS VALUE TO {plus}aq/{plus} aay IS THE VALUE SET BY
{taII} Adj

This relation overcomes the information loss memtbabove: through
the combination of th&€HARACTERIZES WITH REGARD TOand theseTs
VALUE TO relations we are able to obtain the cluster oegdioin of adjec-
tives, without the need for using fuzzy similamgfations or for defining
priori pairs of focal adjectives. Moreover, we can usestime strategy for
encoding descriptive adjectives which do not assialar values. Adjec-
tives likedeadandalive, for instance, assign Boolean values, associated t
the presence or absence of an attribute in thefieddioun, i.e. gesorno
value of the relevant attribute. To encode thisaige use theETSVALUE
TO relation, linking such adjectives to {yag} or {no}aq-

With regard to relational adjectives, things aresiderably different, as
these adjectives are not organized in oppositdeckisThe meaning of
relational adjectives is something like ‘of, refgtipertaining to, associated
with’ some noun. In WordNet and EWN, relationaleatives are encoded
as pertainyms of the nouns they are morphologicadisociated to. In
EWN thePERTAINSrelation is basically a morphological link (whishnot
always the case: e.gater andaquatig, associated to a fuzzy semantic
relation: it holds when no other relation cleatignsls. In contrast to what
is claimed in [3]:37, we argue that far from beinganingless 'themselves',
relational adjectives involve sets of propertiesl amroduce a relation
between these sets of properties and the noun igbdj6], [4]). These
adjectives establish an underspecified relationchvis specified in con-

4 For a discussion on adjective scales and Wordtijettve clusters see [13].
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text, between the modified noun and a domain thaxierior to it. In
WN.PT, we use a very underspecified link to endbderelation: the rela-
tion IS BY DEFINITION RELATED TQ The salience of the semantic relation
holding between relational adjectives and the &ization of the set of
properties they are associated with, independeritigny morphological
link between them, motivates the creation of ttasvmelation, which is
exactly the opposite of what is stated abourtrrAINSrelation in EWN,
which focuses on the morphological link. Also, thisader relation allows
for linking relational adjectives even when theafgbroperties involved is
not lexicalized by a noun, but by a lexical itemnfr another PoS, like in
the case ofedative,, andsedate, for instance.

This way the main relations used for encoding d@hee and relational
adjectives in WN.PT ar&NTONYMY , CHARACTERIZESWITH REGARD TO,
andSETSVALUE TO, for the former; anes BY DEFINITION RELATED TO, for
the latter. These semantic relations allow us tméa the basic definitional
characteristics of these adjectives in a linguafitiomotivated way, at the
same time making it possible for membership toghsasses to emerge
from the network of relations encoded.

But adjectives are also relevant for the codifaratf salient properties
of other lexical items. EWN uses tBE IN STATE relation to encode “links
between nouns that refer to anything in a particstiate expressed by an
adjective” ([3]:37), recognizing the role adjectvean play in the charac-
terization of nominal synsets. However, the de€initand scope of appli-
cation of this relation is too narrow: it cannotused with relational adjec-
tives, which are associated to sets of propertiésrit to a single state.
Inspired by these observations and in order todeoghe domain of appli-
cation of the link used in EWN, we introduce thevneelationIs A
CHARACTERISTIC OFHAS AS A CHARACTERISTIG N (3).

3. {carnivoroushg; IS A CHARACTERISTIC OF {shark}y reversed
{shark}n HAS AS A CHARACTERISTIC {Carnivoroush

This relation allows us to express the most salieahd definitional —
features of nouns in the network, contributingither and more clearly
defined synsets. The possibility of ascribing, &lab of negating this rela-
tion allows us to encode contrasting definitiortéires of certain nouns,
in a similar way to the features encoded by somemyeny relations

5 One of the prototypical features sifiark in (3), iscarnivorous In contrast,
one of the distinctive features whale sharkhyponym ofshark is the fact that
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Being able to express this is therefore very reigvaot only because it
mirrors speakers’ lexical knowledge, but also beeatican provide crucial
information to wordnet-based applications usingriafice systems.
Finally, in WN.PT adjectives are also used to enadefinitional prop-
erties of verbsFollowing [14] and further work on the represeiatatof
complex predicates in wordnets, verb telicity sancoded in WN.PT.

4. {sadden}, HAS TELIC SUBEVENT {Sad}ag/{Sad}ag IS TELIC SUBEVENT
{sadden}, reversed

5. [r [pact(x,y) and ~ Q(y)L.R(Y)I]
T: transition, P: process, e: event, Q: atomic even

6. a. He made Mary sad./b. *He made Mary.

7. a.*He saddened Mary sad./b. He saddened Mary.

The semantics of telic verbs involves a changeaié ©f their theme
argument, i.e. the subevent that closes the wheletés an atomic event,
(a state) that affects its theme and is differemnfits initial state. By de-
fault, these verbs are associated to an LCS (LeQioaceptual Structure)
like the one in (5).

When syntactically realized, in contexts with LGSidtary telic verbs
([14]), for instance, the telic subevent generatlyresponds to an adjec-
tival constituent (see 6a), whereas in the gersaisd the telic state is in-
corporated in the verb, hence the ill-formatioffsia). In WN.PT the telici-
ty of these verbs is captured through the relatia® TELIC SUBEVENTIS
TELIC SUBEVENT (see (4)). This relation is different from tSeBEVENT
relation in EWN as the latter only stands for lekientailment involving
temporal proper inclusion, therefore not accourfimghe geometry of the
event (see (5)). This is not the case ofthiaC SUBEVENT relation which
regards the atomic subevent that is the endingt pbithe global event
denoted by the verb, thus not properly included.

it is not. Moreover, this is the specific differenthat distinguishes it from its
sisters. This example makes apparent that thidioeldetween nouns and
adjectives expresses information just as cruciahasone encoded by some
MERONYMY relations:caffeinels A MERONYM OF coffee and the negation of this
MERONYMY relation is the specific difference décaf for instance.
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2.2 Prepositions in WordNet.PT

Besides being syntactic markers, prepositionslaceregarded as a kind of
relation operator, relating concepts such as spaegorality or causality,
and have been described according to their cormleptoperties ([15],
[16], [17], among others). Studies such as thdgagawith the identifica-
tion of the need to account for arguments introdume prepositions for a
fine-grained codification of predicates in relaibmodels of the lexicon,
motivated the integration of prepositions in WN (f5]).

As other PoS, prepositions can be related s¥NONYMY ©
HYPERONYMY andANTONYMY relations, although the criteria for establish-
ing whether these relations hold or not between pgvepositions require
slight adjustments of the test formulae used fopginting these relations,
in order to consider the preposition plus the efgnaéth reference poten-
tial it combines with ((8), (9), (10)).

8. Prep I1s synonyMm OF Prep in a given Context iff: if Prepthen
Prep and if Prepthen Prep(overis syYNONYM OF 0N top of)

9. Prep I1s HYPERONYM oOF Prep iff Prep is Prept+
(spacef/time/direction...) but not the converse ({todya is
HYPERONYM oF{downward} (toward + direction))

10. Prep i1s ANTONYM OF Prep iff: i) Prep, and Prepare hyponyms of
Prep; ii) Prep+XP; is the opposite of PrepXP; and Prep+XP; is
the opposite of PrepXP;; therefore if Prep-XP; then not
Prep+XP, and if PreptXP; then not Preg-XP; ({above} Is
ANTONYM OF {below})

Interestingly, the linguistic tests feryPONYMY show that prepositions
denoting source and goal locations, for instance,nat hyponyms of a
preposition denoting location ([5]). In fact, thésea strong semantic rela-
tion between the concepts of location, and soundegaal locations, but it
is a causality relation rather than a specificatiglation: moving some-
thing to a goal location causes that somethingetanbthat location (see
(11)), just as moving something from a source lonatauses that some-

5 Although it existssYNONYMY is not very productive for this PoS. This fact is
probably not independent of prepositions beingoaai-class, and seems to be
conversely proportional to the highly polysemic &abr of prepositional ex-
pressions.
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thing not to be in that locatiérThis way, prepositional nodes can also be
related bycAusErelations.

11. Prep causes Prep iff: Prep+XP; CAUSEJHAS AS CONSEQUENCE
Prep+XP, but not the converse ({to}CAUSEgHAS AS
CONSEQUENCHat})

The integration of prepositions in wordnets, besalowing to explicit-
ly state subcategorization properties of predi¢atestributes to compen-
sate some shortcomings of mainstream wordnets, Ipamterms of dis-
tinguishing word senses based on the relationsdedcim the database. In
section 2.3, we discuss these aspects in detailation with a proposal
for encoding selectional properties of predicatesdrdnets.

2.3 Encoding Selection Information

Among the cross-PoS relations available in EWNgtiiea set of relations
concerning the role (or function) of entities ireats. As stated in [3]:29,
ROLE relations are based on thematic role assignmadtaee correlated
with the argument structure of verbs. However,rbees related byoLE
relations often are not coincident with the setectiestrictions of verbs. In
addition, in many caseRQLE relations are only definitional to the meaning
of the participant. For instancepassengédcustometis defined as one that
travels/buysbut the event denoted bavelbuyis not defined as an event
having gpassenger/customas an agent.

Following research on verbal predicates ([5]), wérg three new rela-
tions to account for selection information, basadte argument structure
as defined in the Generative Lexicon (GL) ([18]ygément structure in
GL allows for specifying the number and semantgetgf arguments of a
given predicate, also including information on hthese arguments be-
have syntactically in general, namely with regardgecific restrictions on
their overt realization in context, distinguishibgtween true, shadow and
default arguments ([18]:63 and ff.).

" PPs introduced by the prepositiat) indicator of location, correspond to the
resulting state of the movemefnbm or to to a given location. Prepositional
phrases headed by this item can replace stateidgrit@ims such as adjectives,
providing evidence for this claim (see [5]:153phn istired./John isat the
door.
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Briefly, the relationSELECTSIS SELECTED BYrefers to true arguments,
i.e arguments that have to be syntactically redlipe whose omission has
to be licensed by syntactic or pragmatic contexts)NCORPORATES#S
INCORPORATED elation refers to shadow arguments, strictly ipocated
in the lexical predicate, which means they canmob¥ert arguments un-
less they are further specified; and ##sS AS DEFAULT ARGUMENTIS
DEFAULT ARGUMENT OF refers to participants in the event structurehef t
predicate that are mostly null, since the semanfidhe predicate allows
for a default interpretation (for further discussion these relations, see
[5])- Also, taking advantage of the inheritance haggsm in the WordNet
model, the relatiosELECTSaccounts for the overt realization of the target
node of this relation or any of its direct or imdit hyponyms, see (12).

12. {die}y seLecTts{living being}y: All living beings / birds / men /
insects / ... die.

The implementation of these relations in WN.PT $akévantage of the
possibility of relating either variants or synsetsd from the conjunction
operator, available in the EWN framework. The fafibws for stating
different selection restrictions for the membera snset, in (13) below. If
nothing is stated, the relation applies to all éfements. Otherwise, the
variant-to-variant restriction has to be activatafl the two elements re-
lated explicitly identified. As to the conjunctiaperator, it allows for sim-
ultaneously linking the elements of complex argusieas it is the case, for
instance, of arguments introduced by a prepositlastrated in (14):

13. {voltar, regressar} [dreturn, come back]

SELECTs{para}p (variant to variant : voltar - para);
SELECTS{a}p

14. {engarrafar}, [Obottle; put in a bottle]
INCORPORATES{em}p [[]in] (conjunctive 1)
INCORPORATES{garrafa}y [[] bottle] (conjunctive 2

An inheritance mechanism drastically reduces thekvimvolved in
specifying this information, since selection infation relations are inher-
ited through hyponymic chains, as mentioned abidegever, selectional
information is not always completely inherited bypbnyms, as made
apparent by the case of incorporated argumentthefumotivating a
mechanism of lexical inheritance by default: hyposyinherit all the in-
formation that characterizes their hyperonyms thimy is stated other-
wise.
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ROLE and selection information relations are not alwayiacident, even
when considering definitional properties of pretisaonly. WN.PT data
shows thaROLE and selection information relations are typicalynci-
dent in the case of agents ({dress}vVOLVED AGENT/SELECTS {per-
son}y), the same not being necessarily true when otfwticipants are at
stake. In (15), the instrument used in an eveatsiar (seal) is identified
through arROLE relation, but this relation does not allow us tow that, in
the specific case of this verb, this is an incaaped argument, and, as such,
only syntactically realized under strict constraint

15. {selar}y [seal,00close with a seal]
INVOLVED _INSTRUMENT {selo}y [Oseal]
INCORPORATES{com}p [[Jwith] (conj. 1);INCORPORATES{SElO}y [
seal] (conj.2)

According to the literature ([9]), the specificati@f the manner in
which events occur has a special significanceard#itermination of verbal
meaning. This specification, when a lexicalizatifrthe manner is availa-
ble, is encoded through tine¢ MANNER relation ([3]:36), linking verb and
adverb synsets, such as {rynN_MANNER {fast}q. In a similar way,
when no lexicalization of manner is available, thig information is incor-
porated in the verbal predicate, we claim thatiti®RPORATESrelation
can be used, as shown in (16).

16. {puxar}y [0 move with traction, pull]
INCORPORATES{com}p[dwith] (con;. 1);INCORPORATES{trac¢ao} [
traction] (con;. 2)

The introduction of selection information relatioakbows for distin-
guishing and representing different levels of infation in the WordNet
model, increasing the amount of information that ba expressed in it
ROLE andIN_MANNER relations (existing in the EWN framework) — con-
ceptual properties;SELECTS INCORPORATES and HAS AS DEFAULT
ARGUMENT relations — selectional properties and syntadtrictions.
Selection information relations coherently complatiie existing rela-
tions, resulting in a more accurate descriptioterital items and linking
synsets which otherwise would not be associated.g0al is not to pro-
vide complete syntactic frames for each synsetidontake available rich-
er descriptions of lexical-conceptual units, foliogythe assumption that
selection information reflects semantic and syrtaetations ([19]). Con-
sider, for instance, the veddr (O put; to move to a location), that selects
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an argument introduced by the prepositiom(C] indicator of location). On
the one hand, the specific information that distiskes this verb from its
hyperonym is directly related to the determinatidra final location. On
the other hand, there is no node in the lexicotalsigi to be linked through
INVOLVED_LOCATION to the verlpdr, since almost any lexicalization of a
surface, object, area, body part, etc., can ocithrpr. The integration of
prepositions in WN.PT, together with the selectioiormation relations
described, result in a richer and more accurateactaization of the se-
mantic properties of lexical items, explicity mdidg semantic content
and co-occurrence information reflecting semamiperties, and enabling
the establishment of word senses based on thenafian expressed in the
network ([19]):

17. {p6r}y [Oput] HAS_HYPERONYM{mover}y, [0 move]
INCORPORATES  {para}p [dindicator of goal location]
SELECTS {em}r [Oindicator of location]

Although the prepositioem (O in) does not impose strong selection
constraints on the NP it combines with (éghe table / bedroom / fridge /
field / shoe / air.), the incorporated meaning componenp@freferring a
goal location is now accounted for through IfBORPORATESTelation, and
the concept of location is indicated by the premsl nodes selected.

These more precise and richer descriptions of tyadlew for contrib-
uting to the distinction of word senses based endlations encoded in the
network. In fact, selection information alone can used to straightfor-
wardly distinguish between word senses, as illtesdran (18). This is par-
ticularly relevant since, as argued in [20], infatimn on the co-occurrence
of words is easily available in texts — and thusilgaccessible for NLP
tasks based on corpora analysis and statistictedenodels —, whereas
information on the co-occurrence of meanings igdrato extract from raw
data and requires complex strategies involvingdesgmbiguation.

18. {tratar}y [Otreat, heal]
seLecTs{animal}y [ animal]
{tratar}y [Otake care]
seLecTs {de}r [0 of] (conj.l); seLecTs {animal}y [0 animal]
(conj. 2)
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3 WordNet.PT Data: Informational Richness and Dignsi

The density of wordnets is specifically significaainsidering that in this
model word senses are represented in terms oforelhips between
synsets. Also, WordNet has been used to solve pribariers in the de-
velopment of reliable information retrieval, madahinanslation, summari-
zation and language generation systems, or wosksdisambiguation
applications, for which rich language resourcesareial.

Particularly in the case of word sense disambigoatihe density of
WordNet has been considered limited ([21]). Thughaenting the density
of relational language resources is decisive fioenpint of view of their
usability, whether we consider inference-based iegimns, where the
richer the connectivity in the database, the maoferénce is possible
([22]), or applications that draw on measuremehtsemantic relatedness
between concepts, since higher relational densityigies shorter average
paths between lexical objects ([23]). For thessars, several strategies
have been put forth in order to augment the dewsityordnets, such as
those depicted in [19], [20], [21] or [23], to namdew, and further devel-
opments resulting in the increase of network dermintinue to be wel-
comed. In this section, we show how the new realatfiroposed under the
scope of our work accomplish just that.

Table 1 compares the density (number of relatiogs gynset) of
WN.PT, after the implementation of the new lexicaliceptual relations
described, with the density of WordNet %.8egarding adjectives and a
subset of verbs.

Comparing WN.PT with WordNet 3.0 instead of WordNeh (see
footnote 8), particularly considering PoS differatidn, could provide
different numbers. Nonetheless, it is possiblentimshow density increas-
es as a result of using the new selection infoonatlations with regard to
the verbs tested. The same occurs when compariny E&fdtions and

8 Developed in the general framework of EWN, WN.Pasvoriginally imple-
mented with Polaris, which determined its mappirthh WordNet 1.5 data, the
mapping of Inter-Lingual links to WordNet 3.0 beistjl ongoing. For this rea-
son, and given the fact that WordNet 3.0 statisficsnot cover the number of
relations in total or by PoS, the data consider@ for purposes of comparison
are those of WordNet 1.5. Based on the statisticgailadble
(http://wordnet.princeton.edu/wordnet/man/wnstaé\zhtml) and data offered
by [24]:374, the density of WordNet 3.0 considerihg total number of synsets
and relations is 2.0.
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Table 1. Network density for adjectives and a sample obg€change of
location verbs) in WordNet 1.5, WN.PT only with EWalations, and with its
new specific relations

WordNet 1.5 EWN relations WN.PT relations

Adjectives 1.48 - 4.48
Change of location verbs 2.13 4.12 5.68

new relations implemented in WN.PT in general. ifcecase in density of
WN.PT with regard to WordNet 1.5 is quite substntbout 200% for
adjectives and more than 165% for the verbs te$tad.increase is not as
high when comparing WN.PT using EWN relations owligh WN.PT
using the full set of relations proposed. Howeitas, still quite significant
(37%).

Adding to the linguistic motivation, these restiligher sustain the use
of these new relations in wordnets. Besides theoitapce of having a
denser network from the point of view of wordnesédxh applications,
increasing the density of wordnets is a cruciakessfor relational models
of the lexicon themselves since the meaning of eaths determined by
the set of relations it holds with other units:emser network of relations
results in richer and more appropriately defingssis.

4 Final Remarks

The implementation of new relations and the intigmaof new PoS in
WN.PT decisively contribute to enhancing its dsnsitonsistency and
coverage. The new relations allow for more accusai#® motivated de-
scriptions but also for the integration of new Peshancing the usability
of the database in different types of computati@mgdlications. This has
been tested in several applications, both in teritike contribution to the
treatment of different linguistic phenomena (sushca-occurrence re-
strictions of co-hyponyms and contrasts in Aktishsalues within tropo-
nymic chains ([5]), word-sense disambiguation ([28%]), or usability in
Language Engineering applications ([27])).

However, several issues require further attenfiinst, some promising
results emerge from the work already developedh\Wéigard to adverbs,
studying to which extent the comprehensive treatraeavent modifying
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adjectives can contribute to the treatment of ¢ategory and how the set
of properties identified is mirrored in wordnets apen questions that can
contribute to a deeper treatment of this PoS. Eurtisearch and testing on
the selection properties of predicates is also shegifically in the case of
underspecified arguments that correspond to higesm the hierarchy.
Regarding this, using the information availablaAN.PT to establish
selection features might provide a solution. Caersidor instance, the
following Portuguese pair of vertenjaular (CI cage; put inside a large and
resistant cage, typically made of metal, animalsooiiderable size), as in
the hunter caged the lipmndengaiolar (O cage; put inside a cage, small
animals, typically birds or small mammals), aghia child caged the ca-
nary. Settinganimal as argument of these two verbs overgenerateg sinc
many hyponyms o&nimal cannot be arguments of either one or the other
of the two verbs. The solution might be to consfdatures expressed by
other available relations, suchr#ss AS CHARACTERISTIC{grandelg; (big)
or {pequeno)y (small), for the arguments ehjaular andengaiolar re-
spectively.
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ABSTRACT

Specialization polysemy refers to the type of mohys when a
term is used to refer to either a more general negaor to a
more specific meaning. Although specialization getyy
represents a large set of the polysemous termsardMét, no
comprehensive solution has been introduced yethitnpaper
we present a novel approach that discovers all sieaition

polysemy patterns in WordNet and introduces new otipas
for solving all the instances of the problem.

Keyworps WordNet, Polysemy, Specialization Polysemy,
regular Polysemy, Polysemy Reduction

1 Introduction

Solving the polysemy problem in WordNet [1] is vemucial in many
research fields including Machine translationpmfation retrieval and
semantic search [13]. Several approaches have in¢emluced to
solve the polysemy problem, but no approach givesraprehensive
solution to the problem. Solving the polysemy pewoblis very impor-
tant because the high polysemous nature of Wortdéels to insuffi-
cient quality of natural language processing (NBRY semantic appli-
cations.
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Current polysemy approaches classify the polyseralglem incon-
trastive polysemyhich corresponds to the polysemous terms that hav
unrelated meanings amdmplementary polysemwhich corresponds to
the polysemous terms with related meanings. Thissdfication is cor-
rect but in general, it is not sufficient to soltree problem. We need
further analysis of the different types of relapelysemy and introduce
a solution that solves the problem according todpecific nature of
each of these related polysemy types [12]. For @kanthe methods
for solving themetonymy polysemigescribed in section 2) cannot be
applied for solving thespecialization polysemy although both
polysemy types belong to the complementary polysemy

Specialization polysemy is a type of complemenfaolysemy that
refers to the cases, when a term is used to refeithier a more general
meaning or a more specific meaning [5]. The moneega/ more spe-
cific meaning relation between the senses of sfieai®mn polysemy
terms reflects a hierarchical relation betweenstses that is encoded
implicitly at lexical level rather than the semarigvel. For instance, in
the following example, sense 2 is a more generalning than sense 1:

1. correctness, rightness: conformity to fact or truth.
2. correctness: the quality of conformty to social expecta-
tions.

Although Specialization polysemy represents a lasgé of the
polysemous terms in WordNet, no comprehensive isolutas been
introduced yet. Systematic polysemy approaches sgcR@ORELEX
[4] did not provide a solution for specializatiomlysemy. Regular
polysemy approaches such as the work presented]idi$covered
some patterns of specialization polysemy caseswitbffering a solu-
tion. On the other hand, polysemy reduction apgresadried to solve a
subset of the specialization polysemy cases througriging the similar
meanings of polysemous terms [3].

In this paper, we present a novel approach toestile specializa-
tion polysemy in WordNet. The presented solutiolvesd the speciali-
zation polysemy problem by providing a semi autématethod for
discovering the specialization polysemy cases bynseof regular
structural patterns. It also provides criteriadetermining the nature of
the hierarchical relation between the senses ofpecialization
polysemy cases and new operations that solve tleeiadjzation
polysemy problem by transforming the implicit rédats between the
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synsets at lexical level into explicit relationstia semantic level. The
advantages of our approach are that it improvestitelogical struc-

ture of specialization polysemy cases and incretdseknowledge in

WordNet by adding new missing senses and relatiatiser than

merely decreasing knowledge as it is suggestedlyspmy reduction

[3] and sense clustering approaches [10, 11].

This paper is organized as follows: in Section twe,give an over-
view of polysemy types in WordNet and make a corspar between
specialization polysemy and other polysemy typessdction three, we
present the structural patterns of specializatiolyggmy and an algo-
rithm for discovering these patterns. In Sectioarfave introduce the
synset patterns in the case of specialization patysand show how we
use these patterns to solve the specializationspaty problem. In
Section five, we discuss the results and evaluatibour approach.
In Section six, we conclude the paper and desailyefuture research
work.

2 Specialization Polysemy

WordNet [1, 2] is a lexical database that organg@sonyms of Eng-
lish words into sets called synsets where eachesyiss described
through a gloss. WordNet organizes the relatioesvéen synsets
through semantic relations where each grammatieédégory has a
number of relations that are used to organize efaions between the
synsets of that grammatical category. For exantpehyponymy rela-
tion (X is a type of Y) is used to organize theadogical structure of
nouns. WordNet 2.1 contains 147,257 words, 117,5@7sets and
207,019 word-sense pairs. Among these words theee 28,006
polysemous words, where 15776 of them are nouns. fiumber of
senses of polysemous nouns may range from 2 sémsg3 senses.
Nevertheless, 90% of these nouns have less thamdes. WordNet
uses sense ranking to order the synsets of thesgrolyus words. This
order reflects the familiarity of the senses. Fkase number 1 is the
most familiar orthe common sensaf the synset. Another important
ranking is the synset synonyms ranking. This ragkieflects which
term is usually used to express a synset, wherértesynonym is the
most used term and so on. The first synonym ofrsetyis also called
the preferred termof the synset. Note that, in this paper, we use th
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notion term to refer for a word and its part ofage For example, the
word love has two terms: love as a noun, and love as a VWebuse the
notion sense(s) to refer to synset(s) of a terntichdhat, in this paper,
we are concerned with polysemous nouns only.

Polysemy approaches differentiate betwe®mtrastive polysemy
i.e. terms with completely different and unrelateganings—also
called homonyms; andomplementary polysemiye. terms with differ-
ent but related meanings. Complementary polysemglassified in
three sub typesMetonymy specialization polysemyand metaphoric
polysemy Polysemy approaches did not offer a solution floe
polysemy problem that takes into account the difiemature of each
of these types. For example, regular polysemy aggbres dealt with
metonymy and metaphoric cases only. Classifyinggashy types and
providing a solution for each type is a very impottimprovement
towards making WordNet a suitable resource for Mpplications. In
the following we explain the different polysemy &gpand discuss the
difference between specialization polysemy and matty and meta-
phors.

2.1 Specialization Polysemy

Specialization polysemy is a type of complementamlysemy which
denotes a hierarchical relation between the seofes polysemous
term. In case of abstract senses, we say thatse geis a more general
meaning of a sense B. In this case we say aldathibasense B is a
more specific meaning of the sense A. In the casksye the senses
denote physical entities, we may also use the @xinnotations type
and subtype instead of more general meaning amd specific mean-
ing respectively. In the following examples, seAsgenotes a subtype
of the type denoted by sense 1 for the term tustied

1. Australian turtledove, turtledove, Stictopelia cuneata:
smal | Australian dove
2. turtledove: any of several Od Wrld wild doves.

A very important characteristic of specializatiaolysemy terms that
differentiate it from contrastive polysemy and nmgtmy terms is the
type compatibilityof the term senses. By type compatibility, we mean
that the term senses belong to the same type.xaonme both types of
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turtledove belong to the type dove. Some metaptuases as we shall
see later, have the type compatibility propertpals

2.1.1  Metonymy Polysemy

Metonymy polysemy happens when we substitute thmenaf an at-
tribute or a feature for the name of the thinglitsach as the second
sense in the followingxample.

1. fox: alert carnivorous mammal with pointed nuzzle and
ears and a bushy tail.
2. fox: the grey or reddish-brown fur of a fox.

In metonymy, there is alwaysbase meaningf the term and other
derived meaningshat express different aspects of the base meaning
[8]. Sense 1 of the term fox in the previous examiplthe base mean-
ing and sense 2 is a derived meaning of the tévtatonymy is differ-
ent from specialization polysemy in the followingwyv The senses of
metonymy terms belong to different types and thhesrelation more
general meaning/ more specific meaning is not apple for meton-
ymy. For example, the base meaning of the termbiebongs to the
animal category while derived meaning belongs adifact. This
means, the relation between the derived meanindstenbase mean-
ing of a metonymy term cannot be hierarchical as ihe case in spe-
cialization polysemy. It is possible to find typengpatible metonymy
cases. The point here is that in such cases #rig difficult to distin-
guish between metonymy and specialization polysémg.think that
treating such cases as specialization polysemgttersince the hierar-
chical relation is stronger than the metonymictreta

2.1.2  Metaphoric Polysemy

Metaphoric polysemous terms are the terms that Hiteeal and
figurative meanings. In the following example, thest sense of the
termhoneyis the literal meaning and the second sense ifighmtive:

1. honey: a sweet yellow liquid produced by bees.
2. bel oved, dear, dearest, |oved one, honey, |ove: a bel oved
person.

The metaphoric relation between the literal semskthe metaphoric
sense may disappear or it may become difficultindenstand the meta-
phoric link between the metaphoric and literal seogthe term. We



34 ABED ALHAKIM FREIHAT ET AL.

call such cases dead metaphors. For example ettees of animator
indicate a dead metaphor:

1. energizer, vitalizer, animator: someone who inparts en-
ergy and vitality to others.
2. animator: the technician who produces ani nated cartoons.

From a hierarchical point of view metaphors camivéded into two
groups:

a. Type compatible metaphorshe cases, where the literal mean-
ing and the figurative meaning belong to the saype.tCon-
sider the term role player for example:

1. pretender, role player: a person who makes de-
ceitful pretenses.
2. actor, role player: a theatrical perfornmer.

b. Type incompatible metaphorshe cases, where the literal
meaning and the figurative meaning belong to tHéerdint
types. The literal meaning of the telmney for example be-
longs to thefood category, while the figurative meaning be-
longs toperson

The metaphoric relation is not hierarchical. Theaphkoric link be-
tween the senses is raised usually through indensig between the
literal and the metaphoric sense. Although bottsss of the ternmole
player belong to the type person, these senses are istamtsand
cannot be generalized to a common type. In the cAslead meta-
phors and/or the cases, where it is difficult tasgrthe metaphoric link
between the senses, compatible metaphors candiedras specializa-
tion polysemy while incompatible metaphors can la¢egorized as
homonyms.

2.1.3  Contrastive Polysemy

The senses of a contrastive polysemous term hdfezedit etymologi-
cal origins and they are not related. These seaseslso said to be
homographs For example, the origin of sense 1 of the teankbis
Italian, while the second sense is Norwegian.

1. depository financial institution, bank,: a financial in-
stitution.
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2. bank: sloping land (especially the slope beside a body of
wat er) .

Although, there is no relation between the sendesoatrastive
terms, it is possible to find cases with relatedsss. For example, the
two senses of the term animator can be consideyewilyms. The link
between the senses can be ignored in some casedlas following
example:

1. Pascal, Pa: a unit of pressure equal to one newton per
square neter.

2. Pascal: a program ng | anguage designed to teach program
m ng.

Although both senses share the same term thasrefahe famous
French mathematiciaRascal they are in fact homonyms since they
belong to two different categories: unit of measweat and program-
ming language, respectively.

3 Structural Patterns

In defining regular structural patterns, our apptoaelies on Apres-
jan’s definition of regular polysemy:A*polysemous Term T is consid-
ered to be regular if there exists at least anothelysemous T' that is
semantically distinguished in the same way &$8I.

In the following, we describe type compatible stawal patterns,
and how we use these patterns to discover spetializ polysemy
terms.

3.1 Types of Structures

Structural patterns in WordNet are found at theaels of the ontologi-
cal structure of WordNet. In general, the patteahghe upper level
ontology correspond to metonymy and incompatibleéapieoric cases.
The patterns at the middle level and lower levetespond to speciali-
zation polysemy and compatible metaphoric casesadtigms do not
follow any pattern and can be found at any levekths ontological
structure of WordNet. Accordingly, we consider tmryms found in
specialization polysemy patterns as false positilethe following, we
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define a subset of the of the structural pattenmnsdardNet, namely the
type compatible patterns, where we consider tpe tyithin its sub-
types as a pattern to capture type compatiblepatte

Definition 1: Type Compatible PatternLet T be a polysemous term

that hasn meaningsn > 1. Let S be the set of the synsets ©f. Let
Rbe a subset ofS. Let Q an ordered sequence &, where
IRFm, 2sms<n, and Q=<s,.,5,>50Rs#s;, for i#]j,

A patternptrn of T is defined asP#< Py....Py >, such that eachp, is
a direct hyponym op and subsumes,1<i<m. We callp the type

(the category) of the pattern ang, the subtypes of the pattern. For

example, vascular plant is the type of the patternvascular
plant#<herbaceous plan, bulbous plantkat has theubtypesherba-
ceous plantandbulbous plant.

The previous definition is suitable for capturiyge compatible pat-
terns in the upper and middle level ontology of det. However,
this definition is not suitable to capture patteatghe lower level on-
tology since polysemous terms at the lower levéblogy correspond
usually to the cases, where the senses of eackgobus term share a
common parent. To be able to capture the structeigllarity at the
lower level ontology, we define the common pardass.

Definition 2;: Common parent classLet T be a term that has mean-
ings,n > 1. Let S be the set of the senses ofTTbelongs to the com-
mon parent class if the following occurs:

(R(RO SO|R|>1009s0 R= [p (hypernynfs, p) O
- Os(s DRO-hypernyrts, p)))

In Figure 1, the sense of croaker is a hypernyitheftwo senses of
white croaker and is therefore an example of comparent class.

Not all polysemous terms at the lower level ontglapgare the same
parent. There are cases, where the direct parenmteofynset is an indi-
rect parent of the other. In some cases, the distaatween the indirect
synset and the common root is two. We consideretiesns as mem-
bers of the common parent class.
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Croaker

any of several fishes that make a croaking noise

f
[ 1

white coaker, kingfish, genyonemus lineatus queenfish,white croaker, seriphus politus

small silvery marine food fish found off California silvery and bluish drumfish of shallow California waters

Fig. 1: An example for common parent class

Definition 3: Regular Type Compatible PatternLet T be a polyse-
mous term that has meanings. LetS be the set of the synsets ©f,

Let ptrn be a pattern of. T is considered to belong to a regular pat-
terns if the following occurs: There exists at temsother Ternil such

that T and T are not synonyms and" belongs to ptrn or
Q(Q O SOQ Ocommonparent) .

The patternvascular plant#<herbaceous plan, bulbous plaris>
regular since there are 6 terms that belong tdntaddition to regular
patterns we are also interested in sub patterns.h@uothesis is that
the sub patterns of a specialization polysemy patbelong also to
specialization polysemy.

Definition 4: Sub pattern  For a  regular  pattern ptrn =
p#< py,..,Pm >, A ptrn' is considered to be a sub patternpfn

if ptrn' = p#< p;,...px > and Cp;, p; (p; = p;)1sisml< j<k.

For example, the regular pattarascular plant#<herbaceous plant,
bulbous plart has the following sub pattermascular plant#<bulbous
plant, hydrophytic plant>

3.2 Discovering Specialization Polysemous Terms viau@tral
Patterns

The basic idea of our solution is to find all terim3VordNet, where
the senses of these terms fulfill the type compdsibcriterion since
this criterion is the main characteristic of allesjalization polysemy
terms. At the lower level ontology, the terms thatong to the com-
mon parent class automatically fulfill this criteni The patterns at the
top level ontology including CORELEX patterns dot rulfill this
criterion. In the middle level ontology, we havettpems that corre-
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spond to specialization polysemy and other pattdrascorrespond to
compatible metaphoric terms. Both polysemy typédéllfuhe type
compatibility criterion. Thus our task is to cldgsihose patterns into
specialization polysemy patterns and metaphoriepet. Notice here
that there are patterns that include both polysgmpgs. These patterns
require further step to identify the specializatjpslysemy terms. Our
approach works in four phases as follows:

A. Patterns Identification

B. Patterns Classification

C. Polysemy Type Assignment
D. Validation

The first and the third phases are automatic, wiiée second and
fourth are manual. In the following we discuss ther phases of our
approach that we applied on the nouns that hawetlgxtao senses.

A. Patterns Identification

In this phase, we used the following algorithm deritify the regular
type compatible patterns.

Algorithm: Regular Type Compatible Patterns Extraction
Input:
PNOUNS = Polysemous nouns in WordNet
UNIQUEBEGINNERS = list of the unique beginnerd/ifordNet
SENSENUMBER = the number of the term synsets,
Output:
N = an associative array to store the regular pette
M = an associative array to store the sub patterns
P =alist to store the elements of the commoempiaclass
O = alist of singleton patterns
1. poly_nouns= retrieve_polysemous_nouBENSENUMBER
2. For eacmounin poly_nouns

3 S = retrieve_synsetspun

4 ptrns= get_patterns(S)

5 ForeachQO S

6. If Q7Common Parent

7 add foun, @ to P.

8 For each patterptrn = p#<p,,.. p> in ptrns
9 Ifp OUNIQUEBEGINNERS
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10. Addhounto the list undeptrnin N.
11. For eachptrnin N

12. If IN[ptrn]| > 1

13. M[ptrn] = sub_patternsifn)

14. Remove sub_patterpgf) from N
15. For eaclptrnin N

16. If IN[ptrn]| < 2

17. Addptrnto O

18. Removetrn from N

19. return <N,M,P,0O>

The presented algorithm works in three phases:

1. Patterns and common parent terms identificat{tnes 1 to 10):
We retrieve the list of all nouns that have thexseenumber given
in the algorithm input. We check, whether the tdéralongs to the
common parent class and also whether it has regatéerns. We
exclude the top level ontology patterns such physical en-
tity<physical object, physical processSuch patterns correspond
usually to CORELEX patterns and they are not sfieatzon
polysemy patterns. Notice also that it is possibleterms that
have more than 2 senses to have more than onerpatte

2. Sub patterns identificatioflines 11 to 14): If more than one term
belong to a pattern, thus it is a regular pattdran we search all
singleton patterns to identify possible sub pagasfithat pattern.
Identified sub patterns are removed from the pagtdist and
added to the sub patterns list.

3. Singleton patterns identificatiofines 15 to 18): After identifying
the sub patterns, the remaining singleton pattemas removed
from the patterns list and added to the list ofdimgleton patterns.

The results of applying the algorithm on the terimat have two
synsets are as follows: the total number of thenedn WordNet that
have two senses is 9328 nouns. 2899 nouns of thenm identified by
the algorithm to belong to type compatible patterrihe algorithm
returned four lists: a pattern list that contaird8 Patterns, a sub pat-
terns list that contains 344 sub patterns, theofishe common parents
that contains1002 terms, and a list that contafi@&singleton patterns.
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B. Patterns Classification

Our task in this phase is to classify the pattemsspecialization
polysemy and metaphoric polysemy. First of all, tiyens that belong
to the common parent are considered as specializptilysemy candi-
dates. We consider also the polysemy type of thepaiterns as the
polysemy type of the pattern, they belong to. Tassify the patterns,
we have arranged them into hierarchies. The rdatsechierarchies are
shown in the following table. The numbers rightthe types corre-
spond to the number of patterns that belong totyipet.

Table 1.The roots of type compatible patterns in WordNet

Patterns under physical entity Patterns under atistntity
Type #patterns Type #patterns
substance 6 psychological 2
organism 4 feature

person 106 cognition 12

animal 20 attribute 26

plant 18 communication 18
artifact 73 measure 14
process 9 group 9
location 4 time period 4
thing 5 relation 3

Analyzing the patterns under these types shoaistiese patterns can
be classified into four groups:

1. Specialization polysemy patterns
2. Metaphoric patterns

3. Homonymy patterns

4. Mixed patterns

In the following, we explain our criteria by clafysing the patterns.

1. Specialization Polysemy patterrthe type of some specialization
polysemy patterns can be determined directly bysicleming the type
of the pattern only. For example, it is clear tthegt patterns whose type
belongs toanimal, and the types undeanimal are specialization
polysemy or at least it is not common at all tadfem metaphoric link
between the types undamnimal The criteria for determining other
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specialization polysemy patterns is ttensistencyf the pattern sub-
types.

2. Metaphoric patternsto determine metaphoric patterns, we followed
the idea that metaphors are human centric in timses¢hat we use
metaphors to express our feelings, judgments, teing irony and so
on. For example, when we use sponger to refer meesone, we are
making a judgment upon that person. This gives téng where to
search for metaphoric patterns, namely under thisopetype or the
types whose subtypes indicate meaning transfer fhain literal mean-
ing to a (metaphoric) human centric meaning asudsed below. Here,
the type attribute is an example of such cases.

a. Metaphoric patterns under persowe found under the type per-
son 106 patterns. Some of these patterns are $patiom
polysemy patterns and others are metaphoric. Termé@te meta-
phoric patterns under the type person, we searftinédconsistency
between the subtypes of the patterns. We find soobnsistency
for example in the pattern person#<bad person, evotkthe sub
type bad person is not consistent with the typekaoand therefore
a specialization polysemy is totally excluded itstpattern. The
term iceman is an example of terms that belonbitogattern:

1. iceman: soneone who cuts and delivers ice.
2. hatchet man, icenman: a professional killer.

On the other hand the subtypes of the pattern op#rexpert,
worker> are consistent and is considered as a alzation
polysemy pattern. The term technician is an exanfipl this pat-
tern:

1. technician: someone whose occupation involves training in
a technical process.

2. technician: someone known for high skill in some intel-
l ectual or artistic technique.

b. Metaphoric patterns under attribut®ur criteria here was to find
meaning transfer between the sub types. Attribagethe following
four patterns: attribute#<property, trait>, atttibé<property,
state>, attribute#t<property, quality>, and attréststquality, trait>,
with the following meanings:
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Property: a basic or essential attribute shared by al
menbers of a class.

State: a state of depression or agitation

Quality: an essential and distinguishing attribute of
sonet hi ng or soneone

Trait: a distinguishing feature of your personal nature

The meaning transfer from property to human cenm&aning is
clear in the first three patterns. For exampleéhatermchilliness

1. chilliness, coolness, nip: the property of being noder-
ately cold
2. coldness, frigidness, iciness, chilliness: a lack of af-

fection or enthusiasm

In the fourth pattern, the relation between quaditgd trait depends
on whether the term under the quality subtype sefean attribute of
somethingor an attribute of someonelhe first case corresponds to
metaphoric polysemy while the second correspondsptialization
polysemy.

3. Homonymy Patterndn general, homonymy can not be considered
as a type of regular polysemy. Nevertheless, wenataexclude the
existence of homonymy patterns. WordNet conta@ve homonymy
patterns such as the following pattemrganism#<animal, planty
where we find type mismatch between the subtyppsciglization or
metaphoric polysemy in such patterns is totallylwked.

4. Mixed patternsThis group contains the patterns that were identifi
to have more than one polysemy type. For exantipdepatternattrib-
ute#<quality, trait>belongs to this group

In summary: there are some patterns whose sub tggeste type
inconsistency. After excluding these patterns, patterns under the
physical entity are candidates for specialization polysemy extept
patterns undepersonwhich contains both polysemy types. In the case
of abstract entitymost of the patterns under attribute are cane#dfatr
metaphoric polysemy. The patterns uncegnitionandcommunication
contain both polysemy types, and the rest typesandidates for spe-
cialization polysemy.
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C. Polysemy Type Assignment

In this phase, each of the nouns, that were detedrio belong to type
compatible polysemy patterns, is assigned to sjai@mn polysemy
or metaphoric according to the pattern of the téFhe terms that be-
long to both polysemy types and the terms thatrigeto the singleton
patterns are not assigned and they are subjecttuah treatment in
the validation phase.

D. Validation

In this phase, we manually validate the assigndgspmy type. Our
criterion is to determine the relation between skases of a term and
thus the polysemy type, is the synset gloss. Ificdif cases, we also
consider the hierarchical properties of the termssys. We have three
tasks in this phase:

1. Validation of the assigned polysemy typ@s check whether each
of the nouns belong to its assigned polysemy type.

2. Assigning the polysemy tyder the terms that belong to the mixed
patterns and singleton patterns.

3. Excluding of false positiveswe exclude the false positives from
the terms of the 4 groups.

Our judgments during the validation process arestham knowledge
organization in such a way that word etymology Anduistic related-
ness have secondary role in our judgments. Theapyiriterion is:

1. In case of specialization polysemy: Is it possibieboth senses to
be generalized to a common type? If the answeo isrrwe don'’t
know, then we consider the term to be a homonyrsg.céhe term
cardholder is an example for such cases:

1. cardhol der: a person who holds a credit card or
debit card.

2. cardhol der: a player who holds a card or cards
in a card gane.

2. In case of metaphoric polysemy: Is it easy to discdhe meta-
phoric link between the senses? If the answer i®smae don't
know, then we consider the term to be specialinapolysemy
candidate. The term agreeableness that belondgsetaetaphoric
pattern attribute#<quality, trait> is an exampledach cases:
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1. agreeabl eness, anenity: pleasantness resulting
from agreeabl e conditions.

2. agreeabl eness, agreeability: a tenperanental
di sposition to be agreeable.

4 Synset patterns

The structural patterns served as a criterion dentifying specializa-
tion polysemy candidates. The next step is howoteesthe polysemy
problem for the identified candidates. Tiere general meaning/more
specific meaningrelation between the senses of the specialization
polysemy terms reflects a hierarchical relationwleetn the senses.
Thus, the solution should reflect this relatednésghe following, we
explain how the synonyms of the specialization pefgy synsets are
used to organize the hierarchical relation betwbersenses.

4.1 Types of Synsets

In our approach, we have analyzed the relation éetwthe synset
synonyms and the possible relation between theetyrof specializa-
tion polysemy cases. The idea here is that thermaifithe relation
between the synsets of specialization polysemy decan be deter-
mined based on the synonyms of such terms. Basétkmynset syno-
nyms , we divided the specialization polysemy teimthree groups:

1. Twin synsets
2. Type — sub type synsets
3. General meaning — example meaning synsets

1. Twin synsetsboth synsets of such terms contain other synonyms
beside the polysemous terms. Analyzing these cds®ss that thdas a
relation does not hold between the synsets themseln fact both
synsets are more specific in meanings of some émating) third syn-

set as in the following example:

1. white croaker, queenfish, Seriphus politus: silvery and
bl ui sh fish of California.

2. white croaker, kingfish, Genyonenus |ineatus: silvery
fish of California.
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2. Type - sub type synset©ne synset contains the polysemous terms
only, the other contains the polysemous terms aherosynonyms.
Analyzing these cases shows that the gloss ofythses that contains
the polysemous terms only usually begins with thiéofving phrase:
“any of several which reflects that this synset encodes a ngereeral
meaning while the synset with additional synonyrasatibes a specific
type that belong to the type of both synsets. Kkamngple, sense 1 de-
scribes a specific type, while sense 2 is a gersdription of turtle-
dove.

1. Australian turtledove, turtledove, Stictopelia cuneata:
smal | Australian dove.
2. turtledove: any of several Od Wrld wild doves.

3. General meaning - example meaning syndmith synsets contain
the polysemous terms only. Analyzing these calsews that there is a
synset which denotes the meaning of the term ireigdrwhile the
other synset denotes an example of that generatingeaiccording to
our analysis, the synset with the general meaniag Usually sense
rank 1. For example sense 1 denotes the generalimgeaf the term
timetable while sense 2 is an example of the t&atice that, there are
many other examples of timetables suclsetsedule of lessons in the
school We think that sense 2 is an example for unnecgssense
enumeration in WordNet and we consider the sersearaidates to be
merged.

1. timetable: a schedule listing events and the times at
which they will take place.

2. timetable: a schedule of times of arrivals and depar-
tures.

4.2  Organizing Specialization Polysemous Terms via 8yRatterns

According to the above analysis, we suggest toestile specialization
polysemy by reorganizing the ontological structefethe synsets,
where the implicit hierarchical relation betweee thynsets at lexical
level is transformed into explicit hierarchicalagbn at semantic level.
This requires adding missing synsets, is a relatiand removing
redundant is a relations.

1. Solution for Twins synset®/e add a new (missing) parent in cases,
where the polysemous meanings of a term T can dre m@re specific
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meanings of an absent more general meaning:,l.st Be two synsets
of a term belonging to the missing parent cases{L;,..,T,} be the
set intersection of;sand s. Let T’ be the preferred term in and s or
the term with the highest rank in both synsets. Tdte the preferred
term of the type of;sand s. We create a common parentd® s, and
s, as follows:

i) Create a new synset Such that:

The lemmas are the intersection of the lemmas afid s;
Theglossof g= T'isaT.

i) Remove the common lemmas fropasd s

i) Connect gto T via theis-arelation

iv) Connect the senses sl and s2 to S vigsthgelation
v) Remove redundant relations

Croaker

any of several fishes that make a croaking noise

f
[ ]

white coaker, kingfish, genyonemus lineatus queenfish,white croaker, seriphus politus

small silvery marine food fish found off California silvery and bluish drumfish of shallow California waters

(a) Before the operation
Croaker

any of several fishes that make a croaking noise
t

white croaker

White croaker is a croaker

1
[ ]

chenfish, kingfish, genyonemus lineatus queenfish, seriphus politus
small silvery marine food fish found off California silvery and bluish drumfish of shallow California waters
(b) After the operation

Fig. 2.Example for adding a new missing parent

2. Solution for type — sub type synsdts such cases we establish a
missingis_arelation to denote that a sense of a polysemous Teis
more specific than another more general meaning: dfet 5, $ be
two synsets of a term belonging to the missingtiah cases. Let de
the synset that has the polysemous terms and aaliterms. Let;she
the synset that contains the polysemous terms only.

i) Connect sl to s2 via tigarelation:Syis-a §.
i) Remove redundant relations.
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dove
any of numerous small pigeons
1
[ ]
turtledove stictopelia cuneata,australian turtledove,turtledove
any of several Old World wild doves small Australian dove

(a) Before the operation

dove

any of numerous small pigeons
T

turtledove

any of several Old World wild doves
t

stictopelia cuneata,australian turtiedove

small Australian dove

(a) After the operation
Fig. 3.Example for adding missing relation

Schedule

an ordered list of times at which things are planned to occur
L]

Timetable Timetable

a schedule listing events and the times at a schedule of times of arrivals and
which they will take place departures

(a) Before the operation

Schedule

an ordered list of times at which things are planned to occur
t

Timetable

a schedule listing events and the times at which they will take
place; a schedule of times of arrivals and departures

(b) After the operation
Fig. 4. Example for merge operation

3. Solution for general - example synsels such cases, we merge the
senses of the terms as follaws

Let 5, $ be two synsets of a term belonging to the meages.
We keep the synset with sense rank 1 and removetliee one as fol-
lows:
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The lemmas of;sare the same as before since both synsets share
the same lemmas.

The gloss of s= the gloss of s the gloss of s

The relations of sare the union of the relations of both synsets
Remove redundant relations

5 Results and Evaluation

In the following, we describe the results and theal@ation of our ap-
proach. Table 2 presents the results of the fottea groups and
common parent group after the validation.

Table 2. Validated results of the approach

#total #Specialization #Me- #Homo-

Patterns group cases Polysemy taphors  nyms

Spec. Polysemy Patterns 807 673 26 108
Metaphoric Patterns 221 28 170 23
Homonyms Patterns 56 0 0 56
Mixed Patterns 111 41 39 31
Common Parent 1002 927 40 35
Sub patterns and 702 455 90 157

singleton patterns

Total nouns 2899 2124 365 410

In Table 3, we present the pattern groups that baea identified.

Table 3.Distribution of type compatible patterns

#Patterns

#Spec. Polysemy #Metaphoric #Homonym #Mixed
Patterns Patterns Patterns  Patterns

333 225 79 15 14

As we can see in Table 2, 73% of the identifiedhtebelong to spe-

cialization polysemy. In table 3, we find that 8%.%f the identified

patterns are specialization polysemy patternsTdble 2, we can also
see that not all terms that belong to the commaamagroup are spe-
cialization polysemy terms. About 4% of these tearssin fact homo-
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graphs. Consider for instance, teapprehenderthat belongs to the
common parent group.

1. knower, apprehender: a person who knows or apprehends.
2. apprehender: a person who seizes or arrests.

Although both senses belong to the type persory, #re in fact
homographs. Also, about 3.5% of the common pageoup were
identified as metaphors. Consider for example felewing senses of
the termmoment of truth

1. noment of truth: the monent in a bullfight when the
mat ador kills the bull.
2. moment of truth: a crucial nmonent on which nuch depends.

We have examined CORELEX patterns to find overla@pwvben
CORELEX patterns and the patterns identified in approach. We did
not find any overlap between them. This was expgkctgince
CORELEX patterns belong to the top level ontologkiere as the spe-
cialization polysemy patterns were found at thedi@dand lower level
ontology. An important thing to note here is thahe of the terms that
belong to CORELEX were identified as specializatipolysemy
terms. They belong mainly to metonymy.

In Table 4, we list the distribution of specialipat polysemy opera-
tions.

Table 4. Specialization polysemy operations

Adding Adding
missing parent missing relation

#cases 1045 685 409 2124

Operation Merge Total

The total number of reduced polysemous words igt24@rds. The
total number of merged synsets represents aboutdf4be total proc-
essed cases. We have added 1045 new synsets ehdiew 3elations,
while deleted 409 synsets and 409 relations. Coadpéw polysemy
reduction approaches, 86% of the cases were nagetetnstead of
merging, we have reorganized the ontological stimecof the terms. It
is important here to notice that our approach imesothe ontological
structure of WordNet by increasing knowledge rattiam decreasing
knowledge as it is suggested by other approaches.
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To evaluate our approach, 834 cases have beena@lby two
evaluators. In Table 5, we report the evaluatiatigtics, where the
column polysemy type refers to homonymy, metaphanicspecializa-
tion polysemy and polysemy operation refers to tamgamissing par-
ent, adding missing relation, or merging operatiote that, polysemy
operation is applicable in case of specializatiotygemy. The table
presents the agreement between the evaluatorsuanapproach. The
third row represents the number of cases, wheleaat one evaluator
agrees with our approach.

Table 5. Evaluation results

Polysemy type Polysemy operation

agreement agreement
Evaluator 1 803~ 96.2% 750~ 89.9%
Evaluator 2 775= 92.9% 686~ 82.2%
Partial agreement 824 = 98.8% 796~ 95.4%

6 Conclusion

In this paper, we have introduced an approachdtwirgy the speciali-
zation polysemy problem based on type compatibigile patterns.
This approach decreases polysemy, but at the samekhowledge is
increased. It improves the ontological structfr@/ordNet, where the
implicit relations between the synsets of polysesnterms which is
encoded at lexical level are transformed into eipdiemantic relations.

In the current paper, we presented the result phpproach applied
on nouns that have two senses. Our future plamapply the approach
on all other nouns in WordNet as a first step talgasolving the other
polysemy types.
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ABSTRACT

A challenge to modeling incrementality in languggecessing

is posed by complex NPs in some verb-final languaglesre a
parser does not see whether a clause that a parseermtly
processes is part of a complex NP and how deepls it i
embedded. These indeterminacies are handled bygtstal
underspecification and resolution within Dynamic t8yn This
article points out that the previous implementatioh the
mechanism faces a formal problem of introducing
indistinguishable nodes into the tree, and proposesolution

by letting a parser determine node-addresses figx®oncrete
analyses are given to Japanese relatives as a casemplex
NPs in verb-final languages.

KeEyworbps Dynamic Syntax, incrementality, Japanese,
relative clauses

1 Introduction

A central issue in recent processing studies istlvgrethe incremental
parsing thesis holds of verb-final languages. Despiitial negative
suggestions [14], there has been a growing bodgs&arch pointing to
a conclusion in which the answer is positive [6rfR a parser’s point
of view, particularly challenging are complex NRsg( NP with a
relative clause, NP with an appositive clause) amea verb-final
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languages such as Japanese and Korean: a complein Nifese
languages consists of a clause ending with a vatbhahead noun
following the clause. So, in processing a clauggraer does not see in
advance (a) whether the current clause is a mainsel or part of a
complex NP and, if it is part of a complex NP, timw deeply it is
embedded.

These two indeterminacies are illustrated by thEadase strings (1,
2, 3). First, as shown in (1), argument NPs in dapa may be dropped
when they are identifiable contextually. The pahneses in (1) indicate
thatMary-gaandhon-omay be dropped.

Q) (Mary-ga) (hon-9 ka-tta.
(Mary-Nom) (bookAcc) buy-PAST
‘Mary bought a book.’

In Japanese, a relative clause precedes a head Hous, the relative
clauseMary-ga ka-ttain (2) is identical to the string (1) Hon-ois
dropped in (1).

(2) [[Mary-ga ka-ttd hon-wa omoshirai
[[Mary-NOM  buyAST] book]-Top interesting
‘A book which Mary bought is interesting.’

Note that the string (2) contains no morpheme thatks a relative

clauset Thus, a parser, which procesddary, cannot see whether
Mary belongs to a relative clause as in (2) or a mataxse as in (1).

Further, as demonstrated in (3), a parser, which pr@cessed the
complex NP stringNai-ta otokg is still unable to see whether this
complex NP belongs to a matrix clause or, as ini(® part of a larger

complex NP.

3) [[Nai-ta  otok¢-o nagusame-ta hifega
nige-ta
[[cry-PASTMan]ACC  comfortPAST personjNOMm
run.awaypPAST
‘A person who comforted a man who cried ran away.’

11t is reported that a verb in a relative clauseJapanese has a special
intonation [13]. This intonational cue, howevernis available until a parser
processes the vetkau (= ‘buy’) in (2). In Korean, the verbal suffiun)
indicates a relative clause [17], but, once adhiis, morphological cue is not
available until a parser processes a verb.
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An appropriate parser for Japanese must be flexdrleugh to
accommodate these two indeterminacies.

A reasonable method of handling such indetermisade to
introduce structural indeterminacies to trees. Tdhés is implemented
within Dynamic Syntax (DS) [2, 8, 10] as structusalderspecification
and resolution. This is intuitively plausible, bag will be pointed out,
the previous analysis [2, 9, 13] ends up inducindistinguishable
nodes into the tree. This constitutes a ratheossmproblem because it
overturns a principal basis for explaining diveliaguistic data (Greek
clitics [3], Japanese clefts [16]) and it prevetite DS modeling of
English dialogue [15] from being applied to Japanekalogue. In
short, complex NPs in verb-final languages sucliagsanese offer a
good test case for evaluating the DS formalism.

The aim of this article is to point out a formaloplem that the
extant DS treatment of complex NPs suffers from &mgropose a
solution by letting a parser determine node-adeedtexibly. The
refined DS parser, it is argued, provides a mowmdistic model of
language understanding in that a “look ahead” meisha may be
avoided and that intonational cues are more effelstiutilized. To
illustrate this point, the article examines Japanesatives as a case of
complex NPs in verb-final languages.

2 Dynamic Syntax

Dynamic Syntax (DS) is a grammar formalism that sieknowledge
of language; thus, DS is a theory of competence gdrded as
generative grammar in the sense explicated by NGawmsky [4].
Unlike mainstream generative grammar, however, kedge of
language, or competence, is defined as a set atredmts on language
performance, more specifically, the building-up ioferpretation in
context [2, 8, 10]. With such constraints, a papecesses a string of
words left-to-right, and builds up semantic repnéston
incrementally, without a separate level of syntastructure: “syntax”
within DS is no more than a set of constraints omw ho build up a
semantic tree progressively in context.
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2.1 Trees and Tree Descriptions

The aim of a parser is to construct a semantic ttnae represents an
interpretation of a string in context on the basfsword-by-word
processing. Trees in DS are binary, an argumeng beihg on the left
and a functor node being on the right. Each nod#etorated with a
declarative unit, consisting of a formula and laBeA formula is
semantic content at a node, and labels indicaieusproperties of the
content; one example of labels is a logical typ&ijctv indicates the
combinatorial property of the content. A formularépresented with
the predicate Fo, whose argument comes frgg={Tom, run’, ...}.
Content of some lexical items is not an elememgg for instance, the
content ofsheis a place-holding variable U, called “meta-valédp
whose value is supplied contextually. A logicaleyip represented with
the predicate Ty, whose argument comes frog H{e, t, e-t, ...}.
Dy is a finite set (for instance, it does not includgype for five-place
predicates), and no operations are stipulated nergée types, such as
type-lifting and composition of functors. For exdmphe parse ofom
runsgives rise to the semantic tree (4); for the safk@mplicity, tense
is ignored throughout this article.

4 {..., Fo(run’(Tom)), Ty(t)}
{..., Fo(Tom), Ty(e)} {..., Fo(run’), Ty(e—t)}

The notation “...” in each declarative unit indicatelditional labels
which are not explicitly shown here. Another exaenpf labels is a
decoration in LOFT (Logic Of Finite Trees [1]). Bhis a language to
talk about trees, which enables a parser to desthi& other nodes in
the tree from the perspective of a current nodeFT-©perators are
defined as follows. First, there are operators tmeh an immediate
dominance relation: > is for argument daughters andx for
functor daughters. For instancel,xTy(e) indicates that the argument
daughter is of type-e; this label holds at the tmme in (4). The
inverses, 4> and <;>, describe a mother node from the perspective
of an argument node and from the perspective ofirectbr node,
respectively. Second, operators with the Kleeng $tamodel a
dominance relation. [<> describes a node somewhere below the
current node, together with its inverse}.x These operators may
describe a node at an arbitrary distance, but sobsa a “LINK”
relation. Third, the “down” operator <D> and thep"uoperator <U>
model the weakest relation and may describe a aodess a “LINK”
relation. Finally, <L> and its inverse 2t describe a node within

2 Formally, DS structure is represented by a setlesflarative units, where
their relations are governed by LOFT (Logic Of Eenfree) [1].
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another structure that is LINKed from/to a currewide. (For LINK
relations, see Section 2.4.)

Another type of label is a node identifier, Tn(ahere Tn is a tree-
node predicate. If a node is annotated with Tr(afa0) indicates its
argument daughter, and Tn(al) indicates its fundarghter. A root
node is marked by Tn(0), its argument daughtergpbinTn(00) and its
functor daughter being by Tn(01). Thus, the detigaunit at the root
node in (4) is more precisely as in (5).

(5) {..., Tn(0), <|¢>Tn(00), ¢,>Tn(01), Fofun’(Tom)), Ty(t), ¢}

This declarative unit contains a pointer In a DS tree, there always
exists a single node that is under developmenth Sncactive node is
marked by a pointet.

In non-final states, a tree is a “partial” struetun the sense that
there exists a node decorated with a set of “requénts”. A tree is
said to be well-formed iff there are no outstandiequirements, and a
string is said to be grammatical iff there existse® update that leads
to a well-formed tree. A requirement is notatedhaslabel @ at a node,
which requires thair will hold at the node. For instance, ?Ty(e)
requires that the node will be decorated with Ty@@yery node is
introduced with requirements and every single treéate is driven by
some form of requirements. A parser runs a setctibras in order to
satisfy requirements, as we shall see in the néxsgction.

2.2 Actions for Tree Updates

Trees grow progressively on the basis of left-thtiprocessing of a
string in context without postulating an indepertdenel of syntactic
structure. The starting point of tree update i€deined by the Aiom,
which introduces an initial node with the followidgclarative unit:

©  {7Ty(), o}

?Ty(t) requires that this node will be of type-thiF requirement
corresponds to the parser’s goal to build up agrjmetation of a string:
in this sense, tree growth is goal-directed. Astrang is processed
word-by-word, the initial node becomes increasingigher: it is
updated gradually and monotonically by a combimatai general,
lexical, and pragmatic actiofs.

3 In earlier works [10], the initial node is alsonatated with Tn(a), an
arbitrary node-address. Tn(a) is not articulatedeicent works [2, 8], the
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First, general actions are a set of actions thatstored in the DS
system and that are not lexicalized. Each genetarais formulated
as a program, or a sequence of instructions totapd#ree. Instructions
are in the conditional format (7).

@) IF ... (“...” is a condition to be met by a node
highlighted byo)
THEN ... (“...” is an action to be run if the conditia& met)
ELSE ... (“...”is an action to be run if the conditi@not
met)

The application of general actions is optionalaaspr may run general
actions at any time as long as the IF block is byetin active node.
Examples of general actions will be presented énrtiaxt sub-section.

Second, lexical actions are a set of actions ttestored in the DS
system and that are lexicalized. Lexical items @&soode a sequence
of instructions to update a tree, but lexical addidliffer from general
actions in terms of optionality: a package of awicencoded in a
lexical itema must be run every time is parsed. For instanciu (=
‘dog’) encodes the macro of actions (8), whpt (o) is a primitive
action to decorate a node with

(8) IF ?Ty(e)
THEN put (Fo(, X, inu'(x)), Ty(e))
ELSE ABORT

Thus, (8) declares that if a current node is ddedravith ?Ty(e), a
parser annotates the node with &0, inu’'(x)) and Ty(e). ABORT in
the ELSE block ensures that this action cannotXeewed unless the
IF block is met. In (8), 4 x, inu'(x)) is a type-e term that denotes a
dog, expressed in Epsilon Calcutug&s shown in (1), argument NPs in

assumption being that the node introduced by them is a root node of the
whole tree. In Section 4, | shall modify thexi&m so that it introduces a
node that is underspecified for a node-address.

4 Epsilon Calculus is a formal study of arbitrary msnn natural deduction in
Predicate Logic, proposed by David Hilbert. Evenantified NP is mapped
onto an epsilon term, a type-e term defined asimetran operator, a
variable, and a restrictor. In the casesf( inu'(x)), the existential operator
¢ binds the variable x that is restricted by thedprateinu’. This term stands
for an arbitrary witness of the Predicate Logicnfata Ix.inu'(x). Since
quantified NPs are uniformly analyzed as type-mgera quantified NP at an
object position is handled without assuming typiftisly or quantifier
movement [5]. A scope relation is expressed in @eacstatement, where
each term is in a dependency relation to others Statement is constructed
gradually as quantified NPs are parsed. Once a letenptatement arises,
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Japanese may be dropped. Thus, verbs encode a wfaamions to
build up a propositional skeleton with argumenttsldf NPs are
dropped, such slots are contextually assigned ngrifeNPs have been
processed, such slots collapse with the nodeshthat been created by
the parse of these NPs (cf. Section 3).

Third, pragmatic actions are a set of actions wrsdeematic rule-
structures are stored in the DS system but whoseution involves
pragmatic inference. A case of pragmatic actiongimant to the
present article is @STITUTION, which saturates a meta-variable. For
instance, the parse b& puts a meta-variable Fo(lJ ) at a node, with
a requirement that the node will be annotated witbrmula denoting a
male. This requirement drivesUSSTITUTION, replacing the variable
with a content denoting a male with reference tatextual factors.
SUBSTITUTION resolves underspecification in content. This iguite
familiar process in linguistics, but DS assumestl less familiar
form of underspecification: underspecification tfistural relation.

2.3 Structural Underspecification and Resolution

Within DS, a node may be initially unfixed and resa later. There
are three types of general actions to induce udfirgations with
different locality restrictions:

9 a. LocAL*ADJUNCTION to induce a node that is “locally”
unfixed
b. *ADJUNCTION to induce a node that is “non-locally”
unfixed

c. GENERALIZED ADJUNCTION to induce a node that is
“globally” unfixed

These general actions may be run only if a pointés at a type-t-
requiring node; so, unfixed nodes are always huognfa type-t-
requiring node.

First, LOCAL *ADJUNCTION induces an unfixed node that must be
fixed within a local proposition. This node is demed with
<1><11=>?Ty(t). This means that if a pointer moves up from an
argument node (and possibly keeps going througbtdumodes), then
a parser finds a type-t-requiring node. For ingang><1>?Ty(t)
may be $>?Ty(t), Te><11>?TYy(t), <To><1:><1:>?Ty(t), and so on.

every term in a proposition is “evaluated”: it esfts the full scope relation
into the restrictor of that term. Since this evéilwa process is not pertinent,
it is disregarded in this article.
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Given this restricted dominance relation, the nadéxed under the
closest type-t-requiring node. If a pointer crosse$ype-t-requiring
node, the relation includes more than onefe> as in
<to><t><11><1o>?Ty(t), which contradicts %><11->?Ty(t). This
unfixed relation is resolved by a case particle. iRstance, the lexical
action encoded in the nominative-case partigie puts the label
<1>?Ty(t) at an unfixed node, fixing it as a subjecde under the
closest type-t-requiring node.

Second, *AJUNCTION induces an unfixed node that may be
resolved at any node as long as the unfixed reladimes not cross a
LINK relation. Such nodes are marked by>?Ty(t), which ensures
that a pointer may cross a type-t-requiring nodes hon-local unfixed
relation cannot be resolved lexically. For instartbe accusative-case
particle o narrows down possible fixed positions to a setobfect
nodes, each under some type-t-requiring nodetlugds not specify a
unique position. However, this unfixed relation nimyresolved by the
general action NIFICATION: ?Ty(x)-unfixed node unifies with a Tyj-
fixed node, as a result of which the fixed nodasotated with the
union of the two declarative units.

Third, GENERALIZED ADJUNCTION induces a node that is wholly
unfixed (i.e. may be across a LINK boundary). Tglisbally unfixed
relation is modeled by decorating the unfixed neddé <U>?Ty(t),
where the “up” operator <U> models a dominancetigriaacross a
LINK relation, allowing a pointef to move up and to cross a LINK
boundary (cf. Section 2.1). An unfixed node indubgdGENERALIZED
ADJUNCTION may not be resolved by the parse of case partictethe
same reason as stated in the last paragraph.

2.4 LINK Relations

Within DS, two structures may be built up in tandeme of which is
LINKed to the other. LINK is a relation between twtructures that
share a formula, and it is used for modeling, amotiter things,
relatives in the following manner: a parser builds an adjunct
structure and LINKs the top node of the adjuncucitire to a fresh
node in an emergent main structure; a parser exwittis fresh node
with the content of the adjunct structure. In tleisurse of LINK
transitions there are two crucial steps.

First, the general action LINKNTRODUCTION induces a LINK
relation between a top node in an adjunct strucéune a new type-e-
requiring node in an emergent main structure. Ritwgrperspective of a
node in a main structure, the top node of an adjstracture may be
described by the operator <L> (cf. Section 2.1).t8e label <L= at a
node in a main structure declares that if a paseks at a LINKed
node in an adjunct structure, the LINKed node incaated witha.
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leen the inverse operator 2k, the following relation holds:
<L*>Tn(a) < Tn(aL).

(10)  LINK INTRODUCTION

IF Ty(t), <D>(Fo(1))
THEN nake(<L™>); go(<L™>); put (?3x.Fo(x[o]), ?Ty(e))
ELSE ABORT

In (10),meke andgo are primitive actions concerning a node creation
and a pointer movement, respectively. The IF blosfjuires that a
current node be of type-t and that a node somewselosv this node be
decorated with Faf), wherea is an arbitrary type-e termThe THEN
block requires that, if the IF block is satisfied,parser initiate an
inverse LINK relation from the current node to @&sih node in an
unfolding main structure, and decorate the nodé thié requirements:
?ax.Fo(x[a]) and ?Ty(e). 2x.Fo(x[a]) requires that this node will be
decorated with a term that contaimsas a sub-term; this ensures that
the two LINKed structures share a team

Second, the fresh node in an emergent main steigutecorated by
a head noun, and enriched with the content of thanat structure.
This enrichment process is formulated as the gérsaon LINK
EVALUATION.

(11)  LINK EVALUATION

I= Ty(e), Fot, v, o(y))

THEN IF <L>(Fog|(e, x, P(x))]))
THEN put (FO(e Y, o(0)&ylyl(e, x, PO))]))
ELSE ABO

ELSE ABORT

(s, ¥, 0(y)) is the content of a head noun, amds the content of a
relative clause, where,(x, P(x)) is the content of a gap in the relative
clause. A parser reflecig into the term €, vy, ¢(y)) as an additional
restrictor by re-bindinge( x, P(x)) in y with the variable y, as ire(y,
o(V)&ylyl(e, X, P(X))]). As a consequence, this composite term denot
an entity that satisfies not only the descriptibithe head noun but also
the description of the relative clause.

5 In the previous work [9], the operator with theehe-stag- (instead of the
“down” operator <D>) was used. This article presdnfNK INTRODUCTION
by replacing|- with <D>. This is because Japanese relatives @treamsitive
to islands, as will be pointed out in Section 4:Ae next section shows that,
even if this modification is made, the present ieoers of LINK
INTRODUCTION iS not adequate.
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3 The Problem

Let us outline the previous DS account of Japanglsdives [2, 9, 13].
Consider (12), where the head natoko (= ‘man’) is preceded by the
relative claus®ai-ta.

(12) [Nai-ta otokd-ga nige-ta.
[cry-PAST man]NoMm run.awayPAST
‘A man who cried ran away.’

In this earlier view, the AloM induced the initial node (6). Sincaku
(= ‘cry’) may belong to an embedded structure ofaditrary depth, a
parser introduced a globally unfixed type-t-requgrinode by running
GENERALIZED ADJUNCTION. This unfixed relation is shown by the
dotted line in (13). Under this node, a parser ttan lexical actions
encoded imaky constructing a propositional template with a sabj
slot. Since no argument NPs had been parsed, arpamaotated this
subject slot with the ternz,(x, P(x)), whereP is an abstract predicdte.

(13)  ParsingNai-ta’
{?Ty(®)}

{Fo(naku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x))), ¢}
/\
{Fo(e, X, P(X)), Ty(e)} {Fo(aku), Ty(e—t)}

Then, in order to parse the head natiokg a parser executed LINK
INTRODUCTION, initiating an inverse LINK relation from the type
node to a new type-e-requiring node in an unfoldimgn structure, as
shown by the curved arrow in (14). This node was aglobally unfixed

with respect to the root node since it might turrt to be part of a
larger structure.

6 In some previous accounts [2, 13], the node fgamis notated as a variable.
But this article follows a more recent account [9Hiecorating the node with
a term involving an abstract predicate P. Howetlgs, is just for expository
purposes, and the analysis to be proposed in Settinay be recast in line
with the previous accounts [2, 13].

7 In this and subsequent trees, only relevant latr@expressed in declarative
units.
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(14)  ParsingNai-ta + LINK INTRODUCTION
{?Ty(®}

{Fo(naku(e, x',..l.-‘.’(x))), Ty(t), <D>(Fog€, x, P(x)))}
/\
{Fo(e, X, P(x)), Ty(e)} {Fo(haku), Ty(e—t)}

The current node in (14) was then decorated bypdrse of the head
noun otokq and enriched by LINKEVALUATION. The resulting
declarative unit is shown in (15).

(15) {Fo(e, y, otokd(y)& naku(y)), Ty(e), ©}

This type-e node was fixed as a subject by theepairshe nominative-
case particlga. The parse ofiigeru (= ‘run away’) then created a main
structure, where the type-e node decorated withdédarative unit
(15) was identified as a subject node.

Notice that the previous DS account ends up with uwfixed nodes
of the same type hung from the same node, as shguime two dotted
lines in (14). That is, the Aom set out an initial node as the root node
of the whole tree, and with respect to this roadertwo unfixed nodes
were introduced for the relative clause and for tiead noun. But
multiplication of unfixed relations is not licitniLogic Of Finite Trees
[1], each node must be uniquely identifiable widspect to the other
nodes in a tree; but if two unfixed nodes with theeme locality
restriction were hung from the same node, they dolle
indistinguishable and cannot be uniquely definethatree.

More than one unfixed node, however, may be huom fthe same
node if they are of different sorts. Recall thagrthare three types of
locality restrictions on unfixed relations and tttaty differ in terms of
where an unfixed node may be resolved (cf. Se@i@) This means
that if two unfixed nodes have different localitystrictions, they are
distinguishable and may be introduced from the saowe. In (14),
however, the two unfixed relations are both globalinfixed and
cannot be distinguished. Thus, the tree (14) imé#dly illegitimate, and

8 “Structural underspecification and resolution” fermally similar to
“functional uncertainty” within LFG [7], but it sees there is no LFG
analogue of the unique-unfixed-node constraintirectional uncertainty for
Focusmay have more than one solution if the valuesstaeach member of
the set being associated with different values {(Mdry Dalrymple p.c.).
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it is concluded that the previous DS account obdape relatives [2, 9,
13] is inadequate.

The problem of multiplying unfixed relations occgsnerally in the
DS treatment of complex NPs in verb-final languag@sh as Japanese
and Korean. This is because a modifier (e.g. rdatiause) in these
languages precedes a head noun, and the head owoldnbe part of a
larger complex NP. The challenge is how a parsecgsses complex
NPs incrementally in these languages without miyitig unfixed
relations with the same locality restriction.

4 Solution

This section proposes a solution to the problemsediiin the last
section. The heart of the proposal is to let a gradetermine node-
addresses flexibly. To this end, | shall drop tlssumption that the
Axiom introduces a root node of the whole tree anddhatad noun is
processed with respect to this root node.

Firstly, the A&iom is modified so that it introduces a node decorated
with not only the type requirement ?Ty(t) but atbe node-address
requirement 2x.Tn(x), together with a place-holding variable far
node-address, as in Tn(U).

(16)  Axiom (modified)
{Tn(V), ?3x.Tn(x), ?Ty(1),0}

The meta-variable U may be substituted with 0, imclv case the node
is identified as a root node. Alternatively, it miag substituted with an
arbitrary constant “a”, whose actual manifestatigt be determined at
a later step (cf. Section 4.1).

Second, LINK NTRODUCTION is modified as in (17), where the
essential point is that a node for a head noun tigctsrally
underspecified with respect to a new type-t-reqgirnode. In plain
English, (17) declares the following: if a nodefsype-t and decorated
with a proposition involving a term, a parser initiates an inverse
LINK relation from this propositional node to a g4e-requiring node;
this type-e-requiring node is annotated with thgunement that this
node will be annotated with a term containings a sub-term; a parser

9 The use of meta-variables in modeling an undeifipation of node-address
is inspired by Ronnie Cann, and the use of arbitcanystants to saturate
such meta-variables is suggested by Ruth Kempsoam | grateful for
insightful discussions | have had with them.
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structurally underspecifies this type-e-requirirage with respect to a
new type-t-requiring nod®.

(17)  LINK INTRODUCTION (modified)

IF Ty(t), <D>(Fog))

THEN nake(<L™>); go(<L™>); put (?3x.Fo(x[o]), ?Ty(e));
make(<1*>); go(<1*>);
put (Tn(U), AxX.Tn(x), ?Ty(t));go(<|*>)

ELSE ABORT

4.1 lllustration One: Simple Cases of Relatives

For illustration, let us consider the simple caderalatives (12),
repeated here as (18).

(18) [Nai-ta otokd-ga nige-ta.
[cry-PAST man]-NOM run.awayPAST
‘A man who cried ran away.’

An initial node is set out by the modifiedx®M. Unlike the previous
DS account [2, 9, 13], a parser may process tlaivelclauseNai-ta
directly under this initial node.

(19) ParsingNai-ta
{Tn(U), 7ax.Tn(x), Fofaku(e, x, P(x))), Ty(t), <D>(Fog€, x, P(x))), ¢}
/\
{Fo(e, X, P(x)), Ty(e)} {Fo(naku), Ty(e—t)}

If the string ended here, a parser would identify top node as a root
node of the tree by saturating Tn(U) as Tn(0).18)( howeverNai-ta
is a relative clausk. Further, it is unknown at this point how deeply

10 The locality restriction on this type-e-requiringfixed node is the same as
that imposed by *AJuncTION. This is because a head noun may be long-
distance scrambled; for the detail, see a DS adcofinlong-distance
scrambling [2].

1 When the vermaku appears in a relative clause, it has a speciahation
[13] (cf. Section 1). This intonational cue canit@ made use of in the
previous analysis [2, 9, 13], whereex&RALIZED ADJUNCTION had to fire
before the parse of relative clauses. By contrashyi analysis, a parser does
not run GNERALIZED ADJUNCTION, and may process a relative clause
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the relative clause is embedded. Thus, a parsestigibs Tn(0) with
Tn(a), where “a” is an arbitrary constant whose ifiegtation is worked
out at a later step. A parser then runs LINNCRODUCTION (17) in
order to create a node for the head notako (= ‘man’). At this stage,
the tree has been updated as in (20), where akeimchematizes the
internal structure.

(20)  ParsingNai-ta + LINK INTRODUCTION
{Tn(U), BX.Tn(x), ?Ty(t)}

{23y Fo(yle. x, PG)]), 2Ty(e),}
{Tn(a), Fohaku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x)))}

In (20), the current node is non-locally unfixedtwrespect to a new
type-t-requiring node (cf. footnote 10). This naedl unfixed relation
is shown by the dashed line.

Now that a type-e-requiring node is present, agransay process
the head noumtoko (= ‘man’), decorating the node with content and
type, and LINK EYALUATION then incorporates the content of the
relative clause into the node.

(21)  ParsingNai-ta otoko +LINK EVALUATION
{Tn(V), 2x.Tn(x), ?Ty(0)}
{Fo(c, y, otokd(y)& naku(y)), Ty(e), }

{Tn(a), Fofaku(e, x, P(x))), Ty(t), <D>(Fot, x, P(x)))}
T

The rest of the process is as usual: the nominatge particlega

marks the current node in (21) as a subject nodle,tlee matrix verb
nigeru (= ‘run away’) fleshes out a main propositionalisture, where
the subject node is identified as the node forhtbad noun. Finally, a
parser saturates Tn(U) at the top node as Tn(@yrirg that this is a
root node. Once this node-address is specifiedatheal manifestation

directly under an initial node set out by thei@v. The intonational cue then
helps the parser to saturate Tn(U) at the initiaenas Tn(a).
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of the arbitrary constant “a” in Tn(a) is automaltig explicated as
Tn(OOL).

(22)  Parsing Nai-ta otokd-ga nige-ta
{Tn(0), Foligeru(e, y, otokd(y)& naku(y))), Ty(t), ¢}
/\
{Fog, vy, otokd(y)& naku(y)), Ty(e)} {Fo(nigeru), Ty(e—t)}

{Tn(00L), Fo(aku(e, X, P(x))), Ty(t), <D>(Fog, x, P(x)))}
—

Notice that in the tree update above, no multipiéxed nodes have
been induced. This is because a node for a head isostructurally
underspecified with respect to a new type-t-reqgimode that may be
distinct from the root node of the whole tree.

The account is also applicable to (23), where ken(lL8), part of the
matrix clause (i.eTom-gg is processed before the relative clanae
ta.

(23) Tom-ga [nai-ta otokd-o nagusame-ta.
TomNOM [cry-PAST  man]AcC comfortPAsT
‘Tom comforted a man who cried.’

Again, an initial node is set out by thexilam (16), and after bcaL
*A DJUNCTION creates a type-e-requiring unfixed nodem decorates
the node with content and type agafixes it as a subject node. Since
Tom-gais part of a matrix clause, Tn(U) may be saturaedn(0), a
node-address for a root node of the whole tree.

(24)  ParsingTom-ga
{Tn(0), ?Ty(1), ©}

{Fo(Tom), Ty(e)}

What comes next isaku (= ‘cry’). A parser would develop the current
propositional structure ifnaku were a matrix verb. In (23), an
intonational break betweefiom-gaand nai-ta signals thahakuis an
embedded verb, and a parser ruEsiERALIZED ADJUNCTION to induce
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a globally unfixed type-t-requiring nod&.The lexical actions encoded
in naku flesh out this type-t-requiring node, providingpepositional
template where a subject slot is decorated withiehm €, x, P(x)), as
usual.

(25)  ParsingTom-ga nai-ta+ GENERALIZED ADJUNCTION
{Tn(0), ?Ty(t)}

oo Ty
{Fo(naku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x))), *}
/\

{Fot, x, P(x)), Ty(e)} {Fo(naku), Ty(e—t)}

A parser runs LINKNTRODUCTION, initiating an inverse LINK relation
to a type-e-requiring node that is unfixed withpes to a fresh type-t-
requiring node.

(26)  ParsingTom-ga nai-ta+ LINK INTRODUCTION
{Tn(0), ?Ty(t)} {Tn(V), 73x.Tn(x), ?Ty(t)}

(Fo(Tom), Ty(@} ™, {By.FollE x, PO, ?Ty(e), %}
{Fo(naku(e, x‘,‘xP(x))), Ty(t), <D>(Fog, x, P(x)))}

The rest of the process is as usual: (a) the head atoko decorates
the current node with content and type; (b) LINE/ALUATION
incorporates the content of the relative clause thé node for the head
noun; (c) the accusative-case partiolenarks this node as an object
under the type-t-requiring node; (d) the matrix bveragusameru
(= ‘comfort’) develops this type-t-requiring nodey kproviding a
propositional schema, where the object slot colapsith the node for
the head noun and the subject slot is decoratddamheta-variable as
in Fo(V).

12 Here, *ADJUNCTION cannot fire because this general action requitas a
current node not have any dominated node. In teegnit case, the current
node has a dominated node (i.e. the node decorétedo(Tom)).
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(27)  ParsingTom-ga[nai-ta otokd-o nagusame
{Tn(U), 23x.Tn(x), ?Ty(1),¢}

{Fo(V), Ty(e)} {?Ty(e-1)}

{Fo@gusameri), Ty(e—(e—t))}
{Fo(e,y,otokd(y)& naku(y)), Ty(e)}

{Tn(0). 7Ty (0}

{Fo(Tom), Ty(e)}
{Fo(naku(e, x, P(x))), Ty(t), <D>(Fogt, x, P(x)))}

Now, a parser may saturate Tn(U) at the curreneres Tn(0). As a
result, this node is identified with the node set by the Aiom.
Concomitantly, the node decorated with Fo(V) cakgpwith the node
decorated with Fdjom). (Recall that the dotted line indicates a
globally unfixed relation, which may cross a LINkKoundary.) For
reasons of space, only the declarative unit ardbé node is provided
here as (28), which correctly represents the teatiditional content of
the string (23).

(28) {Tn(0), Fo(agusamerifs, Yy, otokd(y)& naku(y))(Tom)),
Ty(t), ©}

4.2 lllustration Two: Relative Clause Nesting

In the present account, a node for a head nountrigctgrally
underspecified within a new propositional structussd once this
propositional structure is fully developed a parsesy run LINK
INTRODUCTION to induce another inverse LINK relation. Thus, the
account naturally models successive relative clanseedding without
failing to capture the left-to-right processing tife sequence. To
illustrate, consider the case of relative clausgting as in (29), where
the complex NPNai-ta otoko(= ‘a man who cried’) is part of the
relative clause that modifies the head nbita (= ‘person’).

(29) [[Nai-ta otokd-o nagusame-ta hifega
nige-ta
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[[cry-PAST man]acC comfortPAST  person]NOM
run.awaypPAST
‘A person who comforted a man who cried ran away.’

The parse of this string up ttoko (= ‘man’) gives rise to the same tree
as (21). The unfixed node fotokois marked as an object node by the
accusative-case particte Then,nagusamery= ‘comfort’) provides a
propositional template; an object slot collapseth wie node foptokqg
and a subject slot is decorated with &0f, Q(y)). At this stage, a
parser may run LINKNTRODUCTION once again in order to parse the
head nounhito, initiating another inverse LINK relation from the
propositional node decorated with Ragusameric)(e, y, Q(y))) to a
type-e-requiring node.

(30)  Parsing Nai-ta otokd-o nagusame-ta LINK INTRODUCTION
{Tn(V), ’le.Tn(x)} 2Ty(t)}
{73y Fo(zlEe y, Q). 2Ty(e).)
{Tn(b)w, QW) Ty(t)}
{Fo(e, y, Q(¥)). Ty(e)}  {Fo(nagusamerifc)), Ty(e—t)}
[{Fo(a), Ty(e)}  {Fo(nagusamerl), Ty(e—(e—t))}
{Tn(a), Fopaku(e, x, P(x))), Ty(t), <D>(Fog, X, P(x)))}
—

where= (g, y, otokd(y)& naku(y))

The rest of the process is as usual: (a) the cun@ute is decorated by
the head noumhito; (b) LINK EvALUATION reflects the content of the
relative clause into the node foito; (c) the node fohito is marked as
a subject by the nominative-case partiga under a new type-t-
requiring node; (d) this type-t-requiring node lisshed out bynigeru
(= ‘run away’), where the subject slot collapsethwhe node fohito;
(e) finally, Tn(U) at the top node is saturatedTag0), a node-address
for a root node of the whole tree. The declaratingé at the root node
is shown in (31).

(31) {Fo(nigeru'(e, z, hito'(z)& nagusamerife, v,
otokd(y)& naku(y))(2))), Tn(0), Ty(t), o}
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4.3 lllustration Three: Scrambling of Complex NPs

Japanese allows the permutation of arguments, lEEdcacrambling”.
Thus, a head noun modified by a relative clause meayfronted:
compare (23) with (32).

(32) [Nai-ta otokg-o Tom-ga nagusame-ta.
[cry-PAST man]ACC  Tom-NOM comfortPAsT
‘Tom comforted a man who cried.’

Scrambling is also dealt with by the present actdun(32), the parse
of the relative clausblai-ta provides a propositional template, where a
subject slot is decorated with ko, P(x)), and LINKINTRODUCTION
initiates an inverse LINK relation from this typeibde to a type-e-
requiring unfixed node. This unfixed node is detedaby the head
nounotoko (= ‘man’) and enriched by LINKEALUATION .

(33) ParsingNai-ta otoko +LINK EVALUATION
{Tn(V), Bx.Tn(x), ?Ty(t)}

{Fo(e, y, otokd(y)& n‘él’kirj‘r(y)), Ty(e), ¢}
{Tn(a), Fofaku(e, x, P(x))), Ty(t), <D>(Fog, x, P(x)))}
_—

The current node is marked as an object node bywtbasative-case
particleo. Then, a pointef goes up to the type-t-requiring node, where
Tom-gainduces a subject nhode andgusamery= ‘comfort’) creates a
propositional template, where a subject slot caéapwith the node for
Tom Finally, Tn(U) is saturated as Tn(0). The rootl@as decorated
with (34); this declarative unit is exactly the sa@as the one in (28),
which predicts that the string (32) is truth-coratitlly equivalent to
the string (23).

(34) {Tn(0), Fo(hagusamerife, y, otokd(y)& naku(y))(Tom)),
Ty(1), o}
4 4lllustration Four: Unbounded-Dependency and Isldndensitivity

Japanese relatives exhibit “unbounded-dependerecyiéad noun may
be associated with a gap in a relative clause aaodause boundary.
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Thus, in (35), the head nowtoko (= ‘man’) is associated with the
subject gap ohaku (= ‘cry’) across the clause boundargm-ga ... i-
tta.

(35) [[Tom-ga [nai-ta td i-tta] otokd-ga
nige-ta.
[[Tom-NOM [cry-PAST COMP| sayPAST]| man]NOMm

run.awaypPAST
‘A man who Tom said cried ran away.’

Prior to the head noustokq the parse of (35) leads to the semantic tree
(36).

(36) ParsingTom-ga nai-ta to i-tta

{Tn(a), Fo(u’'(naku(e, X, P(x)))(Tom)), Ty(t), <D>(Fo(, X, P(xX))), ¢}
T

<D>(Fof, x, P(x))) declares that the terme,(x, P(x)) is found
somewhere below the current node (possibly, aaddslK boundary;

cf. Section 2.4.) Thus, the IF block of LINKITRODUCTION is met and

a parser initiates an inverse LINK relation to peiye-requiring node,
imposing a requirement that this node will be aatest with a term
containing €, x, P(xX)) as a sub-term. This type-e-requiring node is
decorated by the head nootoko (= ‘man’) and enriched by LINK
EVALUATION .

(37)  ParsingTom-ga nai-ta to i-tta otoko £INK EVALUATION
{Tn(U), Ax.Tn(x), ?Ty(t)}
{Fog, y, otokd(y)& iu'(naku(y))( Tom)), Ty(e), °}

{Tn(a), Fofu’'(naku(e, x, P(x)))(Tom)), Ty(t), <D>(Fog, x, P(x)))}

The current node is marked as a subject by the matime-case particle
ga, and the matrix verlmigeru (= ‘run away’) creates a propositional
schema where a subject slot collapses with the fardstoka The root
node in the final state is decorated with the datikee unit in (38).

(38) {Tn(0), Fo(igeru(e, Yy, otokd(y)& iu'(naku(y))(Tom))),
Ty(t), ©}
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Given the lack of restrictions on where the ternbéoshared in the pair
of LINKed structures is to be detected, it is peteli that Japanese
relatives are not sensitive to “islands”: that ashead noun may be
associated with a gap across an island boundatyTh2s, as shown in
(39), the head nouhito (= ‘man’) may be associated with the subject
gap ofkau (= ‘buy’) even though this association crossesmplex NP
island boundary that is formed Ba-tta tokei

(39) [[Ka-tta  toke]-ga nisemonoda-tta hito]-ga  nai-ta.
[[buy-PAST watch]Nom fakePAST man]NOM  Cry-PAST
‘A man such that a watch he bought was a fake ¢ried

One may wonder whether the use of the operator #D*:INK
INTRODUCTION is a stipulation, but there is a rationale. As bagn
assumed, verbs in Japanese provide a propositekséton where
argument slots are decorated with meta-variablad, saturation of
meta-variables is not structurally constrained.l3NK | NTRODUCTION
is defined with the operator <D>, which models weakest dominance
relation, so that the label <D>(FQ] and the primitive action
put (73x.Fo(x[a]), ?Ty(e)) ensure that a term which will inhabihede
for a head noun may be found “deep inside” thetixedaclause
structure (i.e. across a LINK relation).

5 Conclusion

This article has pointed out that the extant DSant of complex NPs
in verb-final languages, especially Japanese velstis not adequate in
that it multiplies unfixed relations with the sarozality restriction.
This formal problem disappears if node-addresses specified
flexibly. To this end, the AOM and LINK INTRODUCTION are
modified and tested against a range of data pogddmnese relatives.
In closing, it should be noted that the refined p&ser is more
realistic than the past DS parser [2, 9, 13]. la fnevious account,
some sort of “look ahead” device needs to be asduthat is, a parser
must foresee that an incoming string has an emhkedideise and run
GENERALIZED ADJUNCTION before it starts to process the string.
Although it was suggested that intonational cuesevesailable to the
parser, such cues would not obtain until a verlhiwia relative clause
is parsed. By contrast, the parser proposed indtiisle may start to
process a string without executingEX&RALIZED ADJUNCTION in
advance because an initial node set out by thiev does not have to
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be a root node of the whole tree and it may be Idpee by the parse
of an embedded clause. This account makes uset@faitional cues
more effectively in order to saturate Tn(U), an emspecified node-
address3
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ABSTRACT

We present an extended, thematically reinforced version of Gabri-
lovich and Markovitch’s Explicit Semantic Analysis (ESA), where
we obtain thematic information through the category structure of
Wikipedia. For this we first define a notion of categorical tfidf
which measures the relevance of terms in categories. Using this
measure as a weight we calculate a maximal spanning tree of the
Wikipedia corpus considered as a directed graph of pages and
categories. This tree provides us with a unique path of “most re-
lated categories” between each page and the top of the hierarchy.
We reinforce tfidf of words in a page by aggregating it with cate-
gorical tfidfs of the nodes of these paths, and define a thematically
reinforced ESA semantic relatedness measure which is more ro-
bust than standard ESA and less sensitive to noise caused by out-
of-context words. We apply our method to the French Wikipedia
corpus, evaluate it through a text classification on a 37.5 MB cor-
pus of 20 French newsgroups and obtain a precision increase of
9-10% compared with standard ESA.

1 INTRODUCTION

1.1 Explicit Semantic Analysis

Unlike semantic similarity measures, which are limited to ontological rela-
tions such as synonymy, hyponymy, meronymy, etc., semantic relatedness
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measures detect and quantify semantic relations of a more general kind.
The typical example is the one involving the concepts CAR, VEHICLE and
GASOLINE. A car is a special kind of vehicle, so we have an hyperonym
relation between the concepts, which can easily be quantified by a semantic
similarity measure (for example, by taking the inverse of the length of the
shortest path between the corresponding synsets in WordNet). But between
CAR and GASOLINE, there is no semantic similarity, since a car is a solid
object and fuel is a liquid. Nevertheless, there is an obvious semantic rela-
tion between them since most cars use gasoline as their energy source, and
such a relation can be quantified by a semantic relatedness measure.

Gabrilovich & Markovitch [1] introduce the semantic relatedness mea-
sure ESA (= Explicit Semantic Analysis, as opposed to the classical method
of Latent Semantic Analysis [2]). ESA is based on the Wikipedia corpus.
Here is the method: after cleaning and filtering Wikipedia pages (keeping
only those with a sufficient amount of text and a given minimal number of
incoming and outgoing links), they remove stop words, stem all words and
calculate their tfidfs. Wikipedia pages can then be represented as vectors in
the space of (nonempty, stemmed, distinct) words, the vector coordinates
being normalized tfidf values. By the encyclopedic nature of Wikipedia,
one can consider that every page corresponds to a concept. We thus have a
matrix whose columns are concepts and whose lines are words. By trans-
posing it we obtain a representation of words in the space of concepts. The
ESA measure of two words is simply the cosine of their vectors in this
space.

Roughly, two words are closely ESA-related if they appear frequently
in the same Wikipedia pages (so that their tfs are high), and rarely in the
corpus as a whole (for their dfs to be low).

Despite the good results obtained by this method, it has given rise to
some criticism. Thus, Haralambous & Klyuev [3] note that ESA has poor
performance when the relation between words is mainly ontological. As
an example, in the English corpus, the word “mile” (length unit) does not
appear in the page of the word “kilometer” and the latter appears only once
in the page of the former: this is hardly sufficient to establish a nonzero
semantic relatedness value; however, such a relation is obvious, since both
words refer to units of length measurement. As pointed out in [3], an onto-
logical component, obtained from a WordNet-based measure, can, at least
partially, fill this gap.

Another, more fundamental, criticism is that of Gottron et al. [4], who
argue that the choice of Wikipedia is irrelevant, and that any corpus of com-
parable size would give the same results. To prove it, they base ESA not
on Wikipedia, but on the Reuters news corpus, and get even better results
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than with standard ESA. According to the authors, the semantic related-
ness value depends only on the collocational frequency of the terms, and
this whether documents correspond to concepts or not. In other words they
deny the “concept hypothesis,” namely that ESA specifically uses the cor-
respondence between concepts and Wikipedia pages. Also they state that
while “the application of ESA in a specific domain benefits from taking an
index collection from the same topic domain while, on the other hand, a
“general topic corpus” such as Wikipedia introduces noise,” and this has
precisely been our motivation for strengthening the thematic robustness of
ESA. Indeed, in this article we will enhance ESA by adopting a different
approach: the persistence of tfidfs of terms when leaving pages and entering
the category graph.

1.2 Wikipedia Categories

A Wikipedia page can belong to one or more categories. Categories are
represented by specific pages using the “Category:” prefix; these pages can
again belong to other categories, so that we obtain a directed graph struc-
ture, the nodes of which can be standard pages (only outgoing edges) or
categories (in- and outgoing edges). A page can belong to several cate-
gories and there is no ranking of their semantic relevance. For this reason,
to be able to use categories, we first need an algorithm to determine the
single semantically most relevant category, and for this we use, once again,
ESA.

Wikipedia’s category graph has been studied thoroughly in [5] (for the
English corpus).

1.3 Related Work

Scholl et al. [6] also enhance the performance of ESA using categories.
They proceed as follows: let 7' be the matrix whose rows represent the
Wikipedia pages and whose columns represent words. The value ¢; ; of cell
(7, 7) is the normalized tfidf of the jth word in the ith page. For each word
m there is therefore a vector v, whose dimension is equal to the number
of pages. Now let C' be the matrix whose columns are pages and whose
lines are categories. The value of a cell ¢; ; is 1 when page j belongs to
category 4 and O otherwise. They take the product of matrices v,,, - C which
provides a vector whose jth component is Zi‘ Diec; t; j, that is the sum of
tfidfs of word m for all pages belonging to the jth category. They use the
concatenation of vector v, and of the transpose of v,, - C' to improve
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system performance on the text classification task. They call this method
XESA (eXtended ESA).

We see that in this attempt, page tfidf is extended to categories by sim-
ply taking the sum of tfidfs of all pages belonging to a given category. This
approach has a disadvantage when it comes to high-level categories: in-
stead of being a way to find the words that characterize a given category,
the tfidf of a word tends to become nothing more than the average density
of the word in the corpus, since for large categories, tf tends to be the total
number of occurrences of the word in the corpus, while the denominator
idf remains constant and equal to the number of documents containing the
given word. Thus, this type of tfidf loses its power of discrimination for
high-level categories. As we will see in Section 2.2, we propose another
extension of tfidf to categories, which we call categorical tfidf. The differ-
ence lies in the denominator, where we take the number, not of all docu-
ments containing the term, but only of those not belonging to the category.
Thus our categorical tfidf (which is equal to the usual tfidf in the case of
pages) is high when the term is common in the category and rare elsewhere
(as opposed to rare on the entire corpus of Scholl et al.).

In [7], the authors examine the problem of inconsistency of Wikipedia’s
category graph and propose a shortest path approach (based on the number
of edges) between a page and the category “Article,” which is at the top
of the hierarchy. The shortest path provides them with a semantic and the-
matic hierarchy and they calculate similarity as shortest length between
vertices on these paths, a technique already used in WordNet [8]. However,
as observed in [8, p. 275], the length (in number of edges) of the shortest
path can vary randomly, depending on the density of pages (synsets, in the
case of WordNet) in a given domain of knowledge. On the other hand, the
distance (in number of edges) between a leaf and the top of the hierarchy
is often quite short, frequently requiring an arbitrary choice between paths
of equal length.

What is common with our approach is the intention to simplify Wiki-
pedia’s category graph. But instead of counting edges, we weight the graph
using ESA measure and use this weight, which is based on the statistical
presence of words on pages belonging to a given category, to calculate
a maximum spanning tree. The result of this operation is that any page
(or category other than “Article”) has exactly one parent category that is
semantically closest to it. This calculation is global, in the sense that the
total weight of the tree is maximum.

We use this tree to define thematically reinforced ESA. Our goal is to
avoid words which, by accident, have a high tfidf in a given page despite
the fact that they thematically do not really belong to it. This happens in
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the very frequent case where words have low frequencies (in the order of
1-3) so that the presence of an unsuitable word in a page results in a tfidf
value as high (or even higher, if the word is seldom elsewhere) as the one of
relevant words. Our hypothesis is that a word having an unduly high tfidf
will disappear when we calculate its (categorical) tfidf in categories above
the page, while, on the contrary, relevant words will be shared by other
pages under the same category and their tfidfs will continue to be nonzero
when switching to them. Such words will “survive” when we move away
from leaves of the page-and-category tree and towards the root.

2 THEMATIC REINFORCEMENT

2.1 Standard Tfidf, Concept Vector and ESA Measure

Let us first formalize the standard ESA model.?

Let W be the Wikipedia corpus pruned by the standard ESA method,
p € W a Wikipedia page, and w € p a word.* The tfidf ¢, (w) of the word
w on page p is defined as:

#W
Zpew 1 ’

wep

tp(w) := (1 +log(fp(w))) - log

where f,,(w) is the frequency of w on page p, #WV the cardinal of W and

ZPEW 1, also known as the df (= document frequency) of w, is the number
wep
of Wikipedia pages containing w.

Consider the space R#"Y, where dimensions correspond to pages p of
W. Then we define the “concept vector” w of word w as

w = Z ty(w) -1, € R¥FW
peEW

where 1,, is the unitary vector of R#*W corresponding to page p.

Let w and w’ be words appearing in Wikipedia (and hence the Eu-
clidean norms ||w|| and ||w’|| of their concept vectors are nonzero). The
ESA semantic relatedness measure . is defined as follows:

’
!/ <w’ w >
W, W) 1= .
AN T
3 All definitions in Section 2.1 are from [1].
* By “word” we mean an element of the set of character strings remaining after
removing stopwords and stemming the Wikipedia corpus.
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2.2 Categorical Tfidf

Let ¢ be a Wikipedia category. We define F(c) as the set of all pages p such
that

— either p belongs to ¢,
— or p belongs to ¢, and there a sequence of subcategory relations ¢; —
cy — -+ — ¢, ending with c.

Definition 1 Let w € p be a word of p € W, t,(w) its standard tfidf in
p, and c a category of W. We define the categorical tfidf ¢.(w) of w for
category c as follows:

w
te(w):= | 1+1log Z folw) ] || log #
PEF(©) L+ 2 pemizo) 1

The difference with the tfidf defined by [6] is in the calculation of df:

instead of >, 1, that is the amount of pages containing w in the entire
wep
Wikipedia corpus, we focus on those in W \ F(c), namely the set differ-

ence between the whole corpus and pages that are ancestors of c in the

category graph, and we use 1+ ) e\ 7(c) 1 instead (the unit is added to
wep
prevent a zero df in the case where the word does not appear outside F (c)).

We believe that this extension of tfidf to categories improves discrimina-
tory potential, even when the sets of pages become large (see discussion in
Section 1.3).

2.3 Vectors of Pages and Categories

Let p € W be a page. We define the page vector p as the normalized sum
of concept vectors of its words, weighted by their tfidfs:
d = Zpr tp(w> "W
12 wep tp(w) - w]|

Similarly let c be a category of Wikipedia, we define the category vector c
as

_ Zwé]"(c) tC(UJ) - w
12 wer (e te(w) - wl|’

where w € F(c) means that there exists a page p such that p € F(c) and
w € p.

C:
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2.4  Wikipedia Arborification

Definition 2 Let p be a Wikipedia page and c, ¢’ Wikipedia categories. Let
p — ¢ be the membership of page d to category c, and ¢ — ¢’ the subcate-
gory relation between c and c. We define the weight of semantic relatedness
of these relations as

p(p = ¢) = (p, o).
plc— ) = (e, ),

where (., .) is the Euclidean scalar product of two vectors.

This product is equal to the cosine metric since the vectors are all uni-
tary. By this property we also have Im(p) C [0, 1].

The relations considered in Definition 2 correspond to vertices of the
Wikipedia category graph. Let YW’ be the weighted Wikipedia digraph; its
vertices are pages and categories, its edges are memberships of pages and
inclusions of categories, and its weight is the weight of semantic related-
ness.

At this point we can already reinforce the standard tfidf of words on
pages, by the categorical tfidf of the same words in related categories. But
how can we choose these categories? Taking all those containing a page
would result in cacophony since categories can be more or less relevant
and sometimes have no semantic relation whatsoever. Not to mention the
fact that the Wikipedia category graph is quite complex, and using it as
such would be computationally prohibiting.

The solution we present to this problem is to simplify YW’ by extracting
a maximal spanning tree. It should be noted that standard minimal/maximal
spanning tree algorithms such as Kruskal or Prim cannot be applied be-
cause W’ is directed, has a global sink, namely the “Article” page, and we
want the orientation of the directed spanning tree to be compatible with the
one of the directed graph®.

To obtain the maximal spanning tree, we utilized Chu-Liu & Edmonds’
algorithm [9, p. 113-119], published for the first time in 1965. This semi-
linear algorithm returns a minimum weight forest of rooted trees covering
the digraph. The orientation of these rooted trees is compatible with the
one of the graph. In the general case, connectivity is not guaranteed (even
though the graph may be connected). But in the case of a digraph containing
a global sink, the forest becomes a single tree, and we get a true directed

3 It is a known fact that every rooted tree has exactly two possible orientations:
one going from the root to the leaves and one in the opposite direction.
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maximal spanning tree of the graph. If our case, the global sink is obviously
the category that is hierarchically at the top, namely “Article.”®

Let 7 be the maximal spanning tree of ¥ obtained by our method.
As in any tree, there is a unique path between any two nodes. In particular,
there is a unique path between any page-node and the root; we call it the
sequence of ancestors of the page.

2.5 Thematically Reinforced ESA

We will use the page ancestors in the maximal spanning tree to update tfidf
values of words in the page vectors. Indeed, a word in a given page may
have a high tfidf value simply because it occurred one or two times, this
does not guarantee a significant semantic proximity between the word and
the page. But if the word appears also in ancestor categories (and hence, in
other pages belonging to the same category), then we have stronger chances
for semantic pertinence.

Definition 3 Let p be a Wikipedia page, w a word w € p, t,(w) the stan-
dard tfidf of w in p, (7%(p)); the sequence of ancestors of p, and (\;); a
decreasing sequence of positive real numbers converging to 0. We define
the thematically reinforced tfidf ¢, , (w) as

tpon (W) = tp(w) + Y Nitri () (w).

i>0

The sum is finite because the Wikipedia maximal spanning tree is finite
and hence there is a maximal distance from the root, after which the 7*
become vacuous.

Definition 4 With the notations of Definition 3, we define the thematically
reinforced concept vector wy, as

wy, = Z tpa, (W) -1, € R#W.
peEW

® It should be noted, however, that the path between a page and the root on
the maximal spanning tree is not a maximal path per se, since the importance
is given to the global maximality of weight, for the whole tree. If our goal
were to find the most appropriate taxonomy for a specific page, i.e., the most
relevant path from this page to the top, then it would be more appropriate to
use a shortest/longest path algorithm, such as Dijkstra. This has already been
proposed in [7], but for the metric of the number of edges; in our case we
would rather use the measure given by the weight of the graph.
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In other words, it is the usual concept vector definition, but using themati-
cally reinforced tfidf.

With these tools we can define our extended version of ESA, as follows:

Definition 5 With the notations of Definition 3 and w,w’ € W, we define
the thematically reinforced ESA semantic relatedness measure py, as:

pix, (w,w') =

In other words, it is the usual ESA measure definition, but using themati-
cally reinforced concept vectors and tfidyf.

3 CORPUS

We have chosen to work on the French Wikipedia corpus (version of De-
cember 31, 2011), which is smaller than the English one and, to our knowl-
edge, has not yet been used for ESA. To adapt ESA to French Wikipedia,
we followed the same steps as [1] and [10] except for one: we have pre-
ceded stemming by lemmatization, to avoid loss of information due to poor
stemming of inflected words. (In English, inflection is negligible, so that
stemming can be performed directly.)

Originally, the authors of [1] pruned the 2005 English Wikipedia cor-
pus down to 132,689 pages. In our case, by limiting the minimum size of
pages to 125 (nonstop, lemmatized, stemmed and distinct) words, 15 in-
coming and 15 outgoing links, we obtained a number of Wikipedia pages
comparable to that of the original ESA implementation, namely 128,701
pages (out of 2,782,242 in total) containing 1,446,559 distinct words (only
339,679 of which appear more than three times in the corpus).

Furthermore, the French corpus contains 293,244 categories, 680,912
edges between categories and 12,935,688 edges between pages and cate-
gories. As can be seen in Fig. 1, by the logarithmic distribution of incom-
ing and outgoing degrees, this graph follows a power distribution p~< with
a = 2.08 for incoming degrees and o = 7.51 for outgoing degrees. Ac-
cording to [11, p. 248], the former value is typical, while the latter can
be considered very high, and this was another motivation for simplifying
the Wikipedia graph by extracting the maximal spanning tree, instead of
performing heavy calculations on the entire graph.

The French Wikipedia category graph is fairly complex and, in partic-
ular, contains cycles. Indeed, according to [12], “cycles are not encouraged
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Fig. 1. Ingoing and outgoing degree distribution of the French Wikipedia cate-
gories.

but may be tolerated in rare cases.” The very simple example of categories
“Zoologie” (= Zoology) and “Animal” (in French Wikipedia) pointing to
each other, shows that the semantic relation underlying subcategories is
not always hyperonymy. Here ANIMAL is the object of study of the disci-
pline ZOOLOGY. We attempted the following experiment: starting from the
2,782,242 (unfiltered) French Wikipedia pages, we followed random paths
formed by the category links. The choice of each subsequent category was
made at random, but did not change during the experiment. 78% of these
paths contained cycles, but it turned out that it was always the same 50
cycles, 12 of which were of length 3 (triangles) and all others of length 2
(categories pointing to each other, as in the example above, which was de-
tected by this method). Hence, we were able to turn this directed graph
acyclic by merely removing 50 edges.

4 EVALUATION

Gabrilovich and Markovitch [1] evaluate their method on WS-353, a set of
352 English word pairs, the semantic relatedness of which has been eval-
uated by 15-16 human judges. Their criterion is the Spearman correlation
coefficient between the rank of pairs obtained by ESA and that obtained by
taking the average of human judgments. Our first attempt was to translate
these pairs into French, but the result was rather disappointing.”

7 Indeed, some twenty words are untranslatable into a simple term (the cur-
rent version of ESA covers only single-word terms), such as “seafood” which
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We have therefore chosen to evaluate our implementation of ESA in
a more traditional way, by performing a text classification task. We have
extracted a total of 20,000 French language messages from the 20 most
popular French newsgroups. The characteristics of our evaluation corpus
can be seen on Table 1, where the second column represents the number
of messages for a given newsgroup, the third the number of words, and the
fourth, the number of distinct stemmed nonstop words that also occur in
Wikipedia.

Table 1. Characteristics of the evaluation corpus

Theme Newsgroup #mess.  # words # terms
Medicine fr.bio.medecine 1,000 738,258 14.785
Writing fr.lettres.ecriture 1,000 688,849 14,948
French language fr.lettres.langue.francaise 1,000 594,143 14,956
Animals fr.rec.animaux 1,000 391,270 10,726
Classical music fr.rec.arts.musique.classique 1,000 379,794 15,056
Rock music fr.rec.arts.musique.rock 1,000 318,434 12,764
Do-it-yourself  fr.rec.bricolage 1,000 358,220 8,349
Movies fr.rec.cinema.discussion 1,000 680,480 18,284
Gardening fr.rec.jardinage 1,000 495,465 12,042
Photography fr.rec.photo 1,000 415,767 10,931
Diving fr.rec.plongee 1,000 485,059 11,326
Soccer fr.rec.sport.football 1,000 612,842 13,548
Astronomy fr.sci.astronomie 1,000 444,576 10,781
Physics fr.sci.physique 1,000 598,079 13,916
Economics fr.soc.economie 1,000 737,795 14,797
Environment fr.soc.environnement 1,000 683,806 15,756
Feminism fr.soc.feminisme 1,000 612,844 16,716
History fr.soc.histoire 1,000 675,957 16,458
Religion fr.soc.religion 1,000 763,477 16,124
Sects fr.soc.sectes 1,000 738,327 16,732
Global 20,000 11,413,442 67,902

can be translated only as “fruits de mer.” Furthermore there are ambigui-
ties of translation resulting from word polysemy: When we translate the pair
“flight/car” by “vollvoiture,” we obtain a high semantic relatedness due to the
criminal sense of “vol” (= theft) while the sense of the English word “flight”
is mainly confined to the domain of aviation. Finally, some obvious colloca-
tions disappear when translating word for word, such as “soap/opera” which is
unfortunately not comparable to “savon/opéra”. ..
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Table 2. Evaluation results (ordered by decreasing precision)

M A2 A3 M A5 C #SVsPrecision Ay A2 A3 A A5 C #SVs Precision
15 0 05 025 012530 78 75015% 0 1 05 025 0125 3.0 710 74.716%
1 0 05 025 012530 709 74978% 2 1 05 025 0.125 3.0 899 74.705%
15 1 05 025 0125 3.0 827 74899% 2 0 05 025 0.125 3.0 852 74.675%
0.251.5 05 025 0.125 3.0 761 74.87% 0.5 025 0.125 0.06250.03123.0 653 74.67%
05 0 05 025 0.125 3.0 698 74.867% 2 05 05 025 0.125 3.0 899 74.641%
1 050.250.1250.0025 3.0 736 74.845% 0.250.125 0.0625 0.0312 0.015 3.0 615 74.613%
05 1 05 025 0.125 3.0 736 74795% 1 1 105 025 30 79 74.61%
1 1505 025 012530 85 74791% 0 15 1 05 025 3.0 792 74.548%
050505 025 0125 3.0 682 74.789% 15 1.5 I 075 025 3.0 900 74.471%
051505 025 012530 778 74814% 2 15 1 05 025 3.0 995 74.36%
150502 01 00530 775 74780% 0 0 0 0 0 3.0 324 65.58%

To perform text classification we need to extend the definitions of tfidf
and document vector to the evaluation corpus. Let C be the evaluation cor-
pus and d a document d € C. We define the tfidf ¢;4(w) of a word w € d in
Cas

ta(w) = (1 + log(fa(w))) - log (dﬁi)) ,

where fj is the frequency of w in d; #C the total number of documents;
df(w) the number of documents in C, containing w.

Furthermore, our ESA implementation provides us with a concept vec-
tor w for every word w. We define the document vector d as:

d.— Zwedtd(w)'w
1 weatalw) - wl”

where the denominator is used for normalization.

Using these vectors, text classification becomes standard classification
in R#Y for the cosine metric. We applied the linear multi-class SVM clas-
sifier SVM™ulticlass 13] to the set of these vectors and the corresponding
document classes, and after a tenfold cross-validation, we obtained an av-
erage precision of 65.58% for a C' coefficient of 3.0. The classification
required 324 support vectors. Admittedly the precision obtained is rather
low, which is partly due to the thematic proximity of some classes (like, for
example, Religion and Sects, or Writing and French language). However,
our goal is not to compare ESA to other classification methods, but to show
that our approach improves ESA. So, this result is our starting point and we
intend to improve it.
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Fig. 2. Precision (to the left) and number of support vectors used (to the right), as
functions of the parameters A and A».

We followed the same modus operandi using thematically reinforced
methods and obtained the results displayed on Table 2. The results show a
significant improvement over the standard ESA version (that corresponds
to \; = O for all 7. This confirms our approach. In Fig. 2 the reader can see
the precision obtained as function of the two first parameters A; and Ao,
as well the number of support vectors used. We notice that the precision
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varies slightly (between 74.36% and 75.015%, that is less than 1%) as long
as A1 or Ay are nonzero, and abruptly goes down to 65.58% when they
are both zero. For nonzero values of \; the variation of precision follows
no recognizable pattern. On the other hand, the number of support vectors
shows a pattern: it is clearly correlated with A\; and A5, the highest value
being 995, number of support vectors used when both \; and A\, take their
highest values. Since CPU time is roughly proportional to the number of
support vectors, it is most interesting to take small (but nonzero) values of
A; so that, at the same time, precision is high and the number of support
vectors (and hence CPU time) is kept small.

5 CONCLUSION AND HINTS FOR FURTHER RESEARCH

By reinforcing the thematic context of words in Wikipedia pages, context
obtained through the category structure, we claim to be able to improve the
performance of the ESA measure.

We evaluated our method on a text classification task based on mes-
sages from the 20 most popular French language newsgroups: thematic re-
inforcement allowed us to improve the classification precision by 9-10%.

Here are some hints for research to be done:

1. propose the notion of the “most relevant category” to Wikipedia users
and use their feedback to improve the system;

2. when we take the “most relevant category” for each page, we don’t
consider by how much it is better than the others. For small differences
of semantic relevance weight between categories one could imagine
alternative “slightly worse” spanning trees and compare the results;

3. by comparing relevance between alternative “most relevant” categories
for the same page one could quantify a “global potential” of the Wiki-
pedia corpus. Compare with Wikipedia corpora in other languages;

4. aggregate the thematically reinforced measure with collocational and
ontological components, as in [3];

5. define another measure, based on links between pages (or categories),
proportional to the number of links (or link paths) between pages and
inversely proportional to the length of these paths. Compare it to ESA
(which uses the number of links between pages to filter Wikipedia, but
does not include it in semantic relatedness calculations) and themati-
cally reinforced ESA;

6. and, more generally, explore the applications of graph theory to the
formidable mathematical-linguistic objects represented by the differ-
ent graphs extracted from Wikipedia.
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ABSTRACT

This paper is grounded in the dynamic semantic ffgdel
[7eALIS [1] about human interpreting ‘minds’ as thase in
communication with each other. Following in the foeps of
studies [3-4], here we offer a text analysis methdtdch pro-
ceeds from sentence to sentence and thus gradopdigs up
the intensional status of the information as iblgained by the
hearer. ‘Matrix’ here refers to a combination ofpgagmatic
text analysis (e.g. through the formalization ofid8is ap-
proach [5]) and the intensional messages of lintjoislues [3—
4]. Within the matrix, the elements of intensiotyatiease to ex-
ist as sporadic ‘specialties’. Rather, an inhereatt of the se-
mantic content of each given sentence is the irdbom con-
cerning what beliefs (and each with what level ofaiaty), de-
sires and/or intentions the speaker has, as welvlaat he/she
thinks in the same respect about his/her convensatipartner,
and also what the partner thinks of him/her corrextiogly,
and so on. In an implementation 6BALIS, numerical matri-
ces were developed [2], which produce the truth-ciowl in-
terpretation of the sentences that are attributedparticular
agents as speakers at certain moments. This mettadas it
possible to interpret various opinions connectedthie sen-
tences — opinions like “This has been a (white) bebluff,” or
“The speaker has killed the joke.”

KEYWORDS representational dynamic discourse semantics, in-
tensionality, information state
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1 Introduction

This paper is grounded in the dynamic semantiari@flel 0eALIS [1]
about human interpreting ‘minds’ as they are in gamication with
each other. Following in the footsteps of studigs4], here we offer a
text analysis method which proceeds from sentemeentence and thus
gradually opens up the intensional status of tfi@rmation as it is ob-
tained by the hearer. ‘Matrix’ here refers to a boration of a pragmatic
text analysis (e.g. through the formalization ofc€s approach [5]) and
the intensional messages of linguistic clues [3-4].

Within the matrix, the elements of intensionaligase to exist as spo-
radic ‘specialties’. Rather, an inherent part ¢ gemantic content of
each given sentence is the information concernimgtweliefs (and each
with what level of certainty), desires and/or ititens the speaker has, as
well as what he/she thinks in the same respecttdiisiher conversa-
tional partner, and also what the partner thinksiof/her correspond-
ingly, and so on.

2 Formalization

Let us take a simple example to evoke the theotyfgrth in [1] and
the technical apparatus presented in our 2012 Q@igpublication [4]:
Mary is at homeHere the ‘primary’ segment of the informationtsta
(Fd) in Grice’s ideal speaker holds that eventuakty registering
Mary’'s being at home, is thought honestly true by/her (speakes).
With the formal apparatus dfeALIS, thispiece of knowledge can be
captured in the representation of the speaker'dnam a ‘worldlet’,
which can be characterized by the following fivenit label:{BEL, max,
s,T, ¥). The first parameter (in this case ‘BEL’) showsdality. ‘MAX’
indicates a higher level of belief or belief withet power of “knowl-
edge”. Symbok refers to the speakerrefers to time; while- refers to
a possible polaritytf). (In a later phase of the research, we will intro
duce further parameters for emotion and style.) gamed to the above,
the relevant segment of the information st&t® {n the interpreter who
enters the conversation in an “ideal” manner cardéscribed as fol-
lows:

@ I °={(BEL,max,i1,0), (DES,great,i,+}BEL,max,ir’,0)}
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Conversational partneris therefore not aware of the eventuality be-
ing true or not{=0) but has a strong desire (DES) for it to turh ou

This is what symbol'Gdrawn zero) refers to. It should be noted that
the gratification of the above desire in a lattkage of the communica-
tion is represented in the hearer’'s mind by theeapgnce of a + or a —
in the place of the drawn zero. It would be a nkisfdowever, to infer
from this a “dangerously four-rated” backgrounditad) calculus: we
do not suggest that an operational chart can becttir assigned to
these four rates. Pragmatic rules can only be & ucomplex lists of
label-series.

We note here for those well-acquainted with lodics the rules to
be provided here concern, in general terms, tholsessuctures present
in the cognitive network of information states whizan be formalized.
This way, we aim to sidestep the logical approaeti@sh to a linguist
might seem too “sterile”, idealized or simplified.

The next level of representation shows that thermétion states of
the conversational parties contain a great numibeassumptions (of
different states) about their partner’s internatlde The speaker intends
to alter the hearer’'s information state by letthig/her know thak is
true. In addition, he/she makes it probable (‘dyehat his/her hearer is
an “ideal” one in the earlier sense of the wordr{ely that he/she can be
described with the start-out information stdt&)(

2 M ={(INT,max,sT,(T=)+)BEL,max,ir’,+)} O
{(BEL,great,s;,+)} * I

The second segment of the hearer’s informatiore stah be repre-
sented in a similar way:

©) r'={(BEL,great,if,+)} * (F{0rd)

Formulas are applied as formal representationsefit segment of
both the speaker’s and the hearer’s informatiotestan a most general
way:

@) F={(BEL,1/(n+1),s1,+)} ~ [™?,
F"={(BEL,L/(n+1)i,T, 9} A T

The deeper the recursion is, the smaller the fracfrhis suggests a
decrease in the intensity of knowledge — namely W& have increas-
ingly vague ideas about information contained kgnsents of informa-
tion states which are farther and farther away ftheninitial segments.
In an actual communication situation the particigaran barely rely on
n> 2 cases. In formal (generative) linguistics, mthadess, it is not



98 NOEMI VADASZ, JUDIT KLEIBER, AND GABOR ALBERTI

proper to exclude competence to a deeper recuasieady at the start.
The potentially unlimited union of the unrestrair(@d forn) appropri-
ate segments evokes the absolute sum of the spaa#iethe hearer’s
relevant information in the actual communicatiotuation: OI¢" and
ar;".

So far we have described an ideal communicatioatsitn — ideal in
the Gricean or in a post-Gricean sense. The cl@dotwbdemonstrates
that changes to the parameters of certain ‘wofldédiels can also
capture non-ideal communication situations suchinathe cases of
misleading or lying.

Although the concept of an ‘ideal communicationuaiton’ is
widely used in pragmatics, it is very difficult pnpoint. For a com-
munication situation to be ideal it takes idealtpars (a hearer and a
speaker) and ideal circumstances.

In the present paper, the meaning of ‘ideal’ shalextended beyond
the Gricean sense. ‘Ideal’ here means some kirghmiothness when
nothing disturbs the smooth flow of conversatiomufde books and
foreign language books, for example, typically featideal speech
situations to illustrate humorless but easy-to-psscdiscourse. The
reason why it is crucial to mark off the case of@al communication
situation is because all other (deviant) casedearorrelated to it; this,
then, makes it possible to allocate all the différsituations in one
system. Grice’s theory and maxims come handy whaan wants to
demonstrate what the ideal situation is like sitiey provide a good
enough definition for the “obligations” of the sfxea who does not
wish to upset the flow of this more or less humssleonversation in
any way.

Earlier it has been said that the conversationglgzaaim to keep to
a common goal. Now this may be misleading if takerthe strict
sense: it may well be that it takes a certain degfenon-ideality for
human conversations to be diverse in nature. Itbmamvell presumed
that most of the conversations one encounters glajalp do not con-
form to the genuinelyper definitionideal standard. Also, most of the
ideal communication situations are to be found anmfal contexts
(which are not devoid of misunderstandings, eithéfen one is talk-
ing to his/her immediate friends, he/she econom@every little in-
formation in order to save time for both partiealmost to an extent of
breaching Grice’s maxim of quantity. Very probaliyany of us have
had the feeling of hardly being capable to pro\adswers to our part-
ners that would be long and detailed enough. Gfterst, we may have
the feeling of only being capable of hurling fragrteeof information
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on the other one (while breaking the maxim of mahimethe hope that
every situation becomes clear at some point. Agaim, answers to
certain questions may not satisfy the needs ofjtlestioner at all; we
use them in order to dissuade the questioner frathdr questioning
(e.g. “What did you have for lunch at school?” “ist and a second
course.”).

Yet, every discourse features the common goal alsomeehow —
except that in most of them this goal is not reddhea straightforward
way. It has been mentioned earlier that the conceph ideal speaker
and hearer is necessary to allocate ideal and uamon-ideal situa-
tions in one system. Although it is a daring idealivide all communi-
cation situations into ideal and non-ideal, thia isecessary step to take
here. Cases on the vague borderline between théypes of situations
will not be addressed here; ‘ideal’ in this papealsrefer to a speaker
and a hearer as they were specified above, wHiletladr behavior of
the speaker and the hearer shall be perceivedoasideal’. The pre-
sent paper focuses on cases where the speakerpienlyr@r poorly
identifies the desires of his/her conversationatnea and where he/she
misleads their partner on purpose. In addition, ghper will also at-
tempt to account for the mistakes of the hearer.

3 Polarity

In what follows,IT (marker of polarity) is replaced by +, —, 0 -ar 0
These changes enable the system of formalizatidmatalle different
non-ideal communication situations.

(5) <BEL,max,s;,IT>

The speaker’s knowledge of e

(6) <BEL,great,s,[1>><BEL,i,t,[1*>

The speaker’s knowledge about the hearer’s knowledg
(7) <BEL,great,s,[1*><DES, iz, [I>><BEL,i,t',[1°
The speaker’s knowledge about the hearer’s desie o
(8) <INT,max,s;,IT’><BEL,i,t", [1®>

The speaker’s intension of the hearer’s knowledge o
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The chart below (9) shows the differences betwhenvarious for-
malized situations as regards changes in poldfifye chart makes it
easy to assess the differences between the pcéaljigtments of vari-
ous situations. It can be seen, for instance, dhatases of misleading
(from concealing information to lying) share thectfahat there is a
difference in the polarities of their parametBrsandII®. This indicates
a difference between what the speaker knows and thieaspeaker
desires the hearer to (not) know. In other worlts Speaker is expected
to pass on information to the hearer about whidsHeeis convinced as
being not true or about which he/she is not corednas true. It may
also happen that the speaker provides the hedm@miation that the
latter one does not desire to have.

(9) Situations andleALIS Polarity Values:

m* 1 e 1 o’ n® SITUATIONS

+ + 0 + + O + + |Ideal

+ + 4+ + 0 O + + Clarification
+ + — 4+ 0 O + + Correction
+ + 0 + + 0 + Concealing
0 + 0 0 + 0 + + BIuff

+ + 0 + 0 O + — Fib

+ + 0 + + — + — Whitelie
+ + 0 + + 0 + — Lie

In the first two situations neither misleading hgng takes place on
the part of the speaker. By changing the varigbiit the polarities,
however, very interesting situations can be illastd — such as, for
example, when the speaker corrects the heareadfies the informa-
tion that both of them have.

4 Clarifications

Making a clarification can be easily captured ia tiords ‘so’ and ‘OK,
s0’. The hearer and the speaker have the samenatfon but the speaker
finds it important to clarify this fact (to avoidter misunderstandings).
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(10) 'L ={<BEL,max,st,+>}
'l ={<BEL,great,s;,+><BEL,i1,+><BEL,great,s, +>
<DES,iz,0><BEL,iz',0><INT,max,ss,+><BEL,it',+>}

The speaker knows that Mary is at home. The spestkangly be-
lieves that the hearer does not know whether Msrgtihome or not.
The speaker strongly believes that the hearer wikédto know, in a
later moment, that Mary is at home or not. The kpeantends the
hearer to believe that Mary is not at home.

5 Corrections

Making a correction is similar to making a clarifton. The speaker
knows that the hearer is wrong so the former ctsrihe latter. This is
what the words ‘yes, indeed’ indicate in the dialeg

(11) I ={<BEL,max,sz,+>}
I'{={<BEL,great,s;,+><BEL,i1,->,<BEL,great,s,+>
<DES,iz,0><BEL,iz',0>,<INT MAX ,ST,+><BEL/,T',+>}

The speaker knows that Mary is at home. The spestkengly be-
lieves that the hearer does not know whether Margtihome or not.
The speaker strongly believes that the hearer wikédto know, in a
later moment, that Mary is at home or not. The kpeantends the
hearer to believe that Mary is not at home.

6 The Speaker Kills the Joke

The speaker Kkills a joke when he/she shares a pieicdormation too
early with the hearer, which he/she only wantedirid out later on.
The hearer wants to get a certain piece of infaomatbout e only in a
later moment of time; the speaker, however, dribgran ill purpose,
disrespects this want on the listener's part. Asitaexample of this is
“spoilerism”, when someone deliberately hints infation on the plot of
a book or film that the other one has not yet r@adeen. Although no
lying or misleading takes place here, the situasdar from ideal.

(12) I'J={<BEL,max,sg,+>}
I'J'={<BEL,great,sy,+><BEL,i;t,-><BEL,great,s, +>
<DES,iz,-><BEL,it',0>, <BEL,great,,+><DES,iz,+>
<BEL,i,t",8>, <INT MAX,ST,+><BEL/,T',+>}
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The speaker knows that Mary is at home. The spestkengly be-
lieves that the hearer does not know whether Msrgtihome or not.
The speaker strongly believes that the hearer wiikédto know, in a
later moment, that Mary is at home or not. The kpedntends the
hearer to believe that Mary is not at home.

7 Concealing

When the speaker wants to conceal something frenhélarer, no lying
takes place, but the speaker misleads the hearer.

(13) I'J={<BEL,max,sg,+>}
I'{={<BEL,great,sy,+><BEL,i,t,0>,<BEL,great,s,+>
<DES,iz,+><BEL,it' 8>, <INT,max,s;,+><BEL,i',0>}

The speaker knows that Mary is at home. The spestkengly be-
lieves that the hearer does not know whether Msrgtihome or not.
The speaker strongly believes that the hearer wiikédto know, in a
later moment, that Mary is at home or not. The kpeantends the
hearer to believe that Mary is not at home.

Another subtype of concealing is when the speakbreaking the
maxim of quantity (and relevance) — “talks the ke€ararm off". Here,
since the information being passed is true, noglyakes place, but the
information is such that the hearer does not wakhbw or which does
not add to the conversation. The hearer expectaircénformation but
instead of getting that, he/she gets another méagormation, which is
true but that does not matter for the hearer. Aewihge of linguistic
(slang) expressions are available to describeatttisity (talk someone’s
head/arm/pants off, talk the bark off the treek @lblue streak, beat
about the bush...). One may sense slight semanferefiices between
these expressions, but those might well only resoith individual lan-
guage use.

8 Bluffs

When a speaker bluffs, he/she gives the hearemiafion whose truth
he/she is not confident about. He does so to [flii/her (ill) purpose.
This interpretation of bluffing is different frorhé term as it is used in
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poker (where it is a simple lie without words). €entrating instead on
the colloquial use of the word ‘bluff’, it can bgmained as follows.

(14) I ={<BEL,max,sz,0>}
I's'={<BEL,great,ss,+><BEL,i,0>,<BEL,great,s,+>
<DES,iz,+><BEL,it' 8>, <INT,max,s;,+><BEL,it',+>}

The speaker knows that Mary is at home. The spestkengly be-
lieves that the hearer does not know whether Margtihome or not.
The speaker strongly believes that the hearer wikédto know, in a
later moment, that Mary is at home or not. The kpeantends the
hearer to believe that Mary is not at home.

We should note here though that ‘bluff’ is alsodigethe following
sense: In a less formal situation of a job-intamvi¢he applicant may
bluff about his/her English language proficiencyabout his/her earlier
experiences in order to get the job, knowing atsdume that there will
be no chance for this little ‘fib’ to turn out laten. Children’s bluffs
may be considered a similar case. While parents oftey catch their
kids bluffing, they do not expose each and everg ohtheir bluffs
since those are perceived as a natural accompaniongrio a certain
aspect) to being a child.

9 Fibs

Telling stories or fibbing is a case of lying: thgeaker gives the hearer
some information while he/she is convinced thaisinot true. The
difference between a fib and a lie is hard to telis not only the level
of seriousness that makes a difference between. thrensk-free fib-
bing, the speaker assumes that the hearer doesedtthe information
at all (this lends fibbing a risk-free nature). lexample, a husband can
tell his wife without any risks that he has paié thills (while he has
not) because he can do it the next day and wit) tté can straighten
out the pity lie. The fibber is not driven by anytlp bad; he acts to
protect his face.

(15) I ={<BEL,max,sz,+>}
I's={<BEL,great,sy,+><BEL,iz,0>,
<BEL,great,s;,+><DES, it,0><BEL,it',0>,
<INT,max,st,+><BEL,i',->}
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The speaker knows that Mary is at home. The spestkengly be-
lieves that the hearer does not know whether Msrgtihome or not.
The speaker strongly believes that the hearer wiikédto know, in a
later moment, that Mary is at home or not. The kpedntends the
hearer to believe that Mary is not at home.

10 White Lies

White lies also belong to lying. It is not theiskifree nature that dis-
tinguishes white lies from real lies but the intentbehind them. The
speaker so-called “maps” the hearer’s desire abaund tries to satisfy
it.

Speaking of white lies, doctor-patient dialogueadily come into
mind. Suppose a patient has very little chance=obvering. Knowing
this fact may even worsen his/her well-being, sithee the doctor nor
the family communicates this information to him/h#rcan also be
regarded as a white lie when someone complimensopmeone else on
their hair style (even though it looks awful) to kmathem feel good.
Looking at the motifs and goals behind white and-ndiite lies, it
becomes clear what makes them different: white #ies generally
governed by good intentions — as opposed to ligschware cases of
pure crime. Here, too, formal explanation comesnfeoreason beyond
form, which at the same time makes the phenomeeadyrto be for-
malized. The hearer wants to get hold of a piecemfofmation and —
although the opposite of the information-contentrige — the speaker
chooses to satisfy his/her partner’s desire ratten comply with the
maxim of quality and not lie.

(16) I'J={<BEL,max,sg,+>}
I's'={<BEL,great,sy,+><BEL,iz,0>,
<BEL,great,s;, +><DES, if,+><BEL,i1',->,
<INT,max,ss,+><BEL,it',->}

The speaker knows that Mary is at home. The spestkangly be-
lieves that the hearer does not know whether Margtihome or not.
The speaker strongly believes that the hearer wiikédo believe, in a
later moment, that Mary is not at home. The speadends the hearer
to believe that Mary is not at home.
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11 Lies

A clear-cut case of lying is when the speaker gitress hearer some
information while he/she is convinced that it ig trae.

(17) I'2={<BELmax,sz,+>}
I'{'={<BEL,great,sy,+><BEL,i,t,0>,
<BEL,great,s;,+><DES,iz,+><BEL,izt',0>,
<INT,max,st,+><BEL,i',->}

The speaker knows that Mary is at home. The spestkengly be-
lieves that the hearer does not know whether Mgsrgtihome or not.
The speaker strongly believes that the hearer wiikédto know, in a
later moment, that Mary is at home or not. The kpeéntends the
hearer to believe that Mary is not at home.

12 Implementation

In an implementation dfleALIS, numerical matrices were developed by
our close colleagues [2] to produce the truth-ciimahl interpretation of
the sentences that are attributed to particulantages speakers at certain
moments. Due to the advantageous featurgde@ALIS to represent the
interpreters’ minds as maps containing the labé&sudsed above as
guideposts [4], the method makes it possible &rjmet various opinions
connected to the sentences — opinions like “Thesbiegn a (white) lie / a
bluff,” or “The speaker has killed the joke”. Theogram simply has to
seek the guideposts for the appropriate configumatof polarity values.

In what follows, the relevant properties of the lempented interpre-
tation system are sketched out.

Instead of input sentences, it is better to chabsanodel of the ex-
ternal world for a starting point. The model cotssisf relations, each
of which has time intervals as one type of its arguats. The relation
corresponding to the vertnow for instance, is a binary one which
associates time intervals with spatial entities. (it is given when it
snows where). The relation corresponding to thecide bald associ-
ates time intervals and entities which correspangeopleLive (or be
somewhergis a tertiary relation with the following type$ entities as
arguments: a person, a spatial entity and a tinexvial. Know (some-
body) is also a tertiary relation with two persons antime interval as
its argument types.
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The fact that a certaimtuple of entities can be found in a certain re-
lation is defined as ainfon ([8]:242). Truth-conditional evaluation
primarily relies on infons. The sententteis snowingis true, for in-
stance, if its performance is attributed to a manexf time and a per-
son whose location is a spatial enstywhere there is an infon show-
ing with a time intervall containingt and a placé containings. Simi-
larly, the sentencBeter knows Marys true if its performance is attrib-
uted to a momerttof time (as well as a speaker and an addressee) so
that there is an infon dhowingwith a time intervall' containingt and
the entities assigned to the names in questiohémappropriate order
(the explanation of the complex way in which thgsignment is de-
pendent on the speaker’'s and the addressee’s iafiommstates is be-
yond the scope of this paper).

In an elegant linguistic model, the truth of thetemceMary is at
homedoes not directly rely on one single infon but Igsst) on two
infons and a meaning postulate, saying thas at home if x is in a
place s such that x lives inthe knowledge of the meaning postulate is
held to belong to the selected speaker’s informattate)"

In OeALIS [1], each “interpreter” (human being) is amtity of the
world model and has further entities (“internal’esh at his/her dis-
posal. Situations (1-17) illustrated some variefescertain parts) of
an interpreter’s labeled network which expressesher momentary
information state. What is crucial is that thesterinal networks (are
defined so that they) also belong to the systenelations of the world
model.

In a realistic implementation @feALIS, each interpreter’s informa-
tion state at point of time can be regarded as a modified (partiaflyco
(or “photograph”) of the “active” infons (whose #&mntervals contain

1 All heterogeneous events (etcavel homeor lose weight are to be evalu-
ated via meaning postulates based upon homogeeeenss that have direct
connections to infons because it is more economaalefine the external
world model by means of a meager ontology, in whiidhns correspond to
homogeneous events. The definitiortrafvel homefor instance, can rely on
eventualities associated with “earlier” and “latpdints of time: e.gx travels
home if x is travelling at t', and x intends todiehome, and x is at home at a
later moment t"etc. The system for the components of this meaning faistu
can be broadened in a sophisticated linguistic nbdéthe application of cer-
tain components will depend on tense and aspeets&htenc®lary was trav-
elling home for instance, does not require satisfaction ef st component
mentioned abovex(is at home at a later momenj tb be true; the intention
also mentioned above is essentially enough ([5]:td@erfective Paradgx
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t). A perfect copy would mean that an interpretarfermation state is
such that it contains a corresponding eventuadifgrent for each ac-
tive infon, represented in the following trivial vidlet-label family:
{(BEL,max,st,+)}. This would mean a supernatural interpreter who
would be aware of all current facts of the on-goigernal world.
Users of our software can apply this “oracle”-mdule they can also
choose to modify the worldlet-label families asateid with eventual-
ity referents to develop realistic interpreters.thie case of a realistic
interpreter, the label family is only associatedhvan eventuality (ex-
cept for cases with a small set of eventualiti¢$BEL,max,st,0)}.
This means that the given interpreter knows notlaibgut the eventu-
alities in question; an ordinary human being ordg hpartial snapshot
of the surrounding world. In the case of a small afeeventualities,
however, each eventuality in the information stHtéhe realistic inter-
preter is associated with at least as complex Jeirldbel families as
those shown in (1-17). Instead of, or in additionknowing thate is
true, the interpreter knows, for instance, thattla@o person believes
thate is false, and/or (s)he wants this person to beligate is true,
and/or (s)he wishes that a third person would thten convince the
second person thatis true, etc. What we argue here is that a human
being has anodified snapshot of the surrounding world, compared to
the perfect picture at a potential oracle’s disposa

This approach, thus, provides a manifold mirrorrfigexternal rela-
tions. The capriciously modified images and theujes relations all
belong to the same relational system whilst, duetiat we call world-
let-labels, the internal status of each “imagejriscisely defined and is
detectable within a particular information stateickhbelongs to a
particular interpreter. This results in the fadttthe evaluation of sen-
tences (18a—c) — discussed above — is not significaimpler than the
evaluation of the sentences shown in (19) (whoserpretation re-
quires an intensional apparatus in other logicsiesys).

(18) a. It is snowing.
b. Peter knows your brother.
c. Polly is at home.

(29) a. Peter believes that it is snowing.
b. Peter has discovered that it is snowing.
c. According to Ann, Brian believes
that Cecil wants Mary to be at home.
d. According to Brian, Mary is pretty.
e. Mary is pretty.
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The evaluation of sentences in (18) requpattern matchingvhich
pertains to active infons of the external world,ené activity can be
defined on the basis of when (time), where (plaaeyl by whom
(speaker) the given sentence is performed. Wha) ({@l8strates excel-
lently is that no sentence can be evaluated witldwibuting its per-
formance to an interpreter with an entirely elabestanformation state.
(18b) shows that the addressee should also beeatkcd for truth-
conditional evaluation. In (18c), Polly is usedaasickname for Mary;
we intend to call the reader’s attention to the faat it is a prerequisite
for the evaluation of sentence (18c) that (in ttieal case) both the
speaker and the addressee use this nickname éstadncMary.

The evaluation of sentences in (19) also requisggeem matching.
The only difference is that the appropriate pattesimould not (only) be
detected in the area of infons but also in otheasrof the relational
model of the entire world.

In (19a), it is irrelevant if it is snowing “out&t} what matters is that
a certain segment of the information state beldogs person who is a
‘unique’ Peter to the speaker in the given context.

(19b) requires a more complex investigation. Tkteraal world also
matters: it must be snowing outside; and Peterts iformation states
at two points of time should be searched. It isuregl that in the ear-
lier state, but not in the later state, the evditfuaf snowing isnot
associated with a label like thiBEL,max,sT,+).

The evaluation of sentence (19c) essentially reguihe discovery
of a special segment of the internal network ofimterpreter. We
should enter the information state of a person wh&nown by the
speaker as Ann; then we should find this Ann’s digliconcerning
Brian's beliefs, especially those concerning Csciishes. This is a
long path but it also ends in pattern matcHing.

(19d) is to be evaluated on the basis of the infdion state of the
person known as Brian to the speaker and chosethébyiser of our
program. What we would like to illustrate herehattin the case of an
intensional predicate lik@retty, it is easier to evaluate somebody’s
opinion than to evaluate a seemingly objective psition like the one
in (19e). Our solution relies on the approach ttminfon corresponds
to pretty, but the interpreters’ current opinions shouldskarched. To
be pretty means to be pretty according to the ritgjdn a more so-
phisticated approach, which is easily availableoim system, the in-

2 Here again, the problem of names/nicknames assdsprobably results in
ambiguity. We do not enter into details here.
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formation states of those assumed to be known fespkcted) by the
selected speaker should be looked at; some rela@jerity will decide
on the question of prettiness.

At the end of the section, let us note that theakpedependent
truth-conditional evaluation of sentences like thas (19) requires the
same background architecture as the evaluationedfio pragmatic
reactions attributed to the hearer such as in “hagsbeen a (white) lie /
a bluff” etc. Here — as in the latter example —ha@e a further typical
case to investigate: the case of worldlet-labelilifasthat are associated
with (a) given eventuality referent(s) in the spmak information
state(s) (probably in addition to infons).

13 Further Goals

Going farther in and deeper down in the levelsegfirsion (cf. sections
4-11), there are several further situations waitiogoe formalized,
beyond the scope of the present paper. One ofuntlrefr goals, in fact,
includes the formalization of longer dialogues va#veral turns.

As for real-life implementation, our system could bsed, for in-
stance, to make a judge’s work easier. The infaonastate of each
party concerned in a case could be registeredyaselected point of
time (e.g. as regards their beliefs and intentietested to external facts
and/or one another); in order to prove, for examiblat a given person
could not have been aware of a given fact at angdaent of time
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ABSTRACT

The dramatic increase in online learning materials over It
decade has made it difficult for individuals to locate infation
they need. Until now, researchers in the field of Learninglytha
ics have had to rely on the use of manual approaches to igentif
exploratory dialogue. This type of dialogue is desirabl@itine
learning environments, since training learners to use & baen
shown to improve learning outcomes. In this paper, we frame t
problem of exploratory dialogue detection as a binary diféss-

tion task, classifying a given contribution to an onlineldgue as
exploratory or non-exploratory. We propose a self-tragframe-
work to identify exploratory dialogue. This framework conds
cue-phrase matching and K-nearest neighbour (KNN) based in
stance selection, employing both discourse and topicdlifes

for classification. To do this, we first built a corpus fromrra
scripts of synchronous online chat recorded at The Openésniv
sity annual Learning and Technology Conference in June 2010
Experimental results from this corpus show that our progose
framework outperforms several competitive baselines.

KEYWORDS. Exploratory dialogue identification, self-training,
K-nearest neighbour, classification.
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1 INTRODUCTION

Exploratory dialogue is a form of discourse associated déthp learning
and learners engaging with each other’s ideas constriictivés desir-
able because prompting learners to employ this type of gisddnas been
shown to improve learning outcomes. [1] defined exploratbayogue
as follows:'Exploratory dialogueepresents a joint, coordinated from of
co-reasoning in language, with speakers sharing know|edigdienging
ideas, evaluating evidence and considering options insoreal and eg-
uitable way.”

Since exploratory dialogue has been shown to be a produgfieeof
dialogue in which knowledge is made publicly accountabttraasoning
is visible, the study of exploratory dialogue identificatioas attracted
increasing attention from learning analytics researchdescer et al. [2]
originally conducted research on dialogue collected irefacface set-
tings and identified exploratory dialogue as a type of leatal& includ-
ing elements such as evaluation, challenge, reasoningagialsion. Fer-
guson and Buckingham Shum [3] analysed transcripts frormermion-
ferences to identify exploratory dialogue. They found tharkers of ex-
ploratory dialogue can be used to distinguish meaninghsgiyveen dis-
cussions and to support evaluation of them. They manuatiytitied 94
words and phrases that signaled the presence of elementplofaory
dialogue. Examples of cue phrases for exploratory dialagelade but
if, my view, | think, good example, good point, that is whyt seef.

Table 1 shows an excerpt from an online discussion aboudrdist
learning. Apart from those contributed by "user3”, all pogt are clas-
sified asExploratory Words highlighted in italics are discourse cues in-
dicating exploratory dialogue.

Table 1. Examples of exploratory and non-exploratory dialogue.

User Id Postings Label
userl |also thinkopening up the course production and dExploratory
sign process is the way to go, but it will be a big cul-
ture change!
user2 | agree withuserl - but there are so many drivers, nBxploratory
least money.
user3 Audio back to normal speed for me now. Non-Exploratory
userd |think the key is teachers recognising that their skilsxploratory
lie in Learning Design, in all its variations.
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The obvious drawback of such a cue-phrase based approduét is t
it is not possible to enumerate all the possible key phrageslkng the
presence of exploratory dialogue. Indeed, our prelimieaperiments on
the online conference dataset show that the cue-phrasd bageoach
gives high precision but low recall. In this paper, insteddiging cue-
phrase based methods, we investigate machine learningag@s to
the automatic identification of exploratory dialogue. Tinet main chal-
lenges we face are:

— Firstly, the annotated dataset is limited. Although theeeadbundant
online discussions on a wide range of topics, there are a&lmos
annotated corpora specifically designed for detection pfogatory
dialogue. This lack of annotated data corpora makes it ioijmal to
use supervised learning methods.

— Secondly, exploratory dialogue is a form of discourse iatiig that
learning is likely to be taking place and that learners aragobe-
yond a simple accumulation of ideas. Discourse featureshare-
fore important indicators signaling the existence of ergtiory dia-
logue. The high precision results we obtained from our ctdié on-
line conference corpus using the cue-phrase based metwabakal
the significance of discourse features. Discourse-basadification
is intrinsically different from traditional text classifition problems
which are typically topic driven.

— Thirdly, although the content of online learning discussimay cover
a range of topics, knowing the discussion topics in a pderiatia-
logue segment could help with the detection of explorat@aodue.
For example, in the case of two postings extracted from amenl
discussion forum on the topic of "cloud computing” as showtotw,
both contain cue phrases indicating the presence of exptyrdi-
alogue (these cue phrases are highlighted in italics). Mewenly
the first posting is a positive example of exploratory dialegThe
second posting deals with an off-topic issue. This implieg both
discourse and topical features should be considered wiatifiging
exploratory dialogue.

Posting 1:1 disagree Freemind is superb to use for cloud comput-
ing.

Posting 2:1 would like to join you for dinnerput if my wife comes
home earlier, | will not make it.

In this paper, we treat exploratory dialogue detection d@aarj clas-
sification problem that is concerned with labeling a givestjmy as ex-
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ploratory or non-exploratory. To address the three chgéieroutlined
above, we propose a SElf-training from Labeled FeaturesFpEame-
work to carry out automatic detection of exploratory dialegrom on-
line content. Our proposed SELF framework makes use of al setabf
annotated data and a large amount of un-annotated dataditioad it
employs both cue-phrase matching and KNN-based instatectisa to
incorporate discourse and topical features into clastidicanodel train-
ing. The SELF framework makes use of self-learned featurgtead of
pseudo-labeled instances to train classifiers by constgathe models’
predictions on unlabeled instances. It avoids the incestbias problem
of traditional self-training approaches that use pseatb@led instances
in the training loop. This problem arises when instancecansistently
mislabeled, which makes the model worse instead of bettdradmext
iteration.

2 RELATED WORK

Exploratory Dialogue Detection Research into exploratory dialogue
originates in the field of educational research, where yiuie bf dialogue
has been studied for more than a decade. In face-to-fadegsetMer-
cer and his colleagues [4, 1] distinguished three socialesad thinking
used by groups of learners: disputational, cumulative aqdoeatory.
They proposed that exploratory dialogue is the type constimost ed-
ucationally desirable [5].

Ferguson et al. [3] explored methods of detecting exployatia-
logue within online synchronous text chat. They manuakniified a list
of cue phrases indicative of the presence of exploratotggiiee. Despite
the identification of these phrases, this manual approaumotaasily be
generalised to other online texts.

Apart from detecting exploratory dialogue within onlinedaoffline
discussions, there has also been research [6, 7] into eliffepproaches
to the detection of exploratory sections of texts. In pailtg this research
has focused on science papers and feedback reports. Théxtiendif-
ferent to that of chat because such documents are usuathyngatically
correct, carefully punctuated and formally structured.

Dialogue Act Detection Since exploratory dialogue detection can
be carried out using discourse cues, it is closely relatatiaimgue act
classification, which aims to analyze the intentions of theaker, for
example instruction or explanation. Samuel et al. [8] id&at a number
of cue phrases automatically and showed these can be pdwnelitators
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of the associated dialogue acts. Webb et al. [9, 10] explitvedse of cue
phrases to carry out direct classification of dialogue act.

Using manually annotated datasets sucherdmobil[11], many su-
pervised machine learning approaches have been appliedloguae act
recognition, including Hidden Markov Models [12], the larage model
[13], Bayesian networks [14], Decision Trees [15] usingtieas includ-
ing n-grams, syntactic tags (such as dependency parse chunkstafp
speech tags), and pragmatic information.

Self Training from Labeled Features Traditional self training ap-
proaches emplogelf-labeled instances the training loop. Although the
current model might be improved by adding self-labeled glamwith
the highest confidence values generated at each iteratigristnot the
case because instances might be mislabeled, making thd mode in
the next iteration. In order to address this problem, re$elaas been
conducted to explorkabeled featuregn model learning without labeled
instances. Druck et al. [16] proposed training discrimireaprobabilistic
models with labeled features and unlabeled instances ggngralized
expectation (GE) criteria. He and Zhou [17] also made uséhefGE
criteria for self training. They derived labeled featuresni a generic
sentiment lexicon for sentiment classification.

To summarise, exploratory dialogue can be detected usthgred
set of pre-defined cue phrases signaling the existence térexpry di-
alogue or supervised classifiers trained on an annotatguisoManu-
ally defining cue phrases is both time consuming and labdengive.
On the other hand, annotated corpora are difficult to obtipfactical
applications. We therefore propose a feature-basedesliihg frame-
work which combines the advantages of cue-phrase basedipad/sed
learning approaches. Further-more, integrating a KNNed&sstance se-
lection method into the framework offers an opportunity éduce the
mislabeled instances introduced through self-training.

3 SHEF-TRAINING FROM LABELED FEATURES (SELF)
FRAMEWORK

We propose a SElf-training from Labeled Features (SELRnéaork
for exploratory dialogue detection. This framework is shawFigure 1.
We first train an initial maximum entropy (MaxEnt) classifteased on
generalized expectation (GE) criteria [16], using sefiried features ex-
tracted from a small set of annotated dataset. The traiedifier is then
applied to a large amount of un-annotated data. We emplog-@htase
matching method together with the classifier in order toctgdesitive
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examples (exploratory dialogue) and improve the labeléinguracy. In
order to take into account topical features, a KNN-basethime selec-
tion method is used to select pseudo-labeled instanceseTdre added
to the original annotated training set to derive self-learfieatures. In
the next training loop, the classifier is re-trained using $klf-learned
features based on GE. Training iterations terminate afteitirations or
when the number of label changes in the un-annotated daddess than
0.5% of the size of the un-annotated dataset (50 in our study)

3.1 Classifier Training using Generalized Expectation Criteri

For exploratory dialogue classification, we define a labielvith L labels
denoted by = {exploratorynon-exploratory. In addition, we have a
corpus with a collection o/ postings denoted by = {d,ds, ...,das}
where the bold-font variables denote the vectors. Eaclingpist the cor-
pus is a vector of\/, features denoted by = { f1, f2, ..., far, }-

In case of a classifier parameterized dythe labell of a dialogue
postd is found by maximizing Equation 1.

[= argmlaxP(Hd;H) (1)

Assuming we have some labeled features with probabilityitigion on
label setZ, we can construct a set of real-valued features of the obser-
vation to express some characteristic of the empiricafitligion of the
training data that should also hold for the model distritouti

M
Fi(d,1) = (la = 5)d(k € dy), (2)
=1

whered(z) is an indicator function that takes a value of kifs true, O
otherwise. Equation 2 calculates how often featusnd dialogue label
j co-occur in an instance.

We define the expectation of the feature as shown in Equation 3

Ep[F(d,1)] = Epq)[Epqase)(F(d, )], 3)

whereﬁ(d) is the empirical distribution ofl in the dialogue corpus
C, P(l|d;0) is a conditional model distribution parameterized’aand
Ey[F(d,!)]is amatrix of sizel x K, whereK is the total number of fea-
tures used in model learning. Thk,;, entry denotes the expected number
of instances that contain featuteand have labe].
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Fig. 1. A self-training framework for exploratory dialogue defeat

A criterion can be defined that minimises the KL divergencéhef

expected label distribution and a target expectaliprwhich is essen-
tially an instance of generalized expectation criteria thenalizes the
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divergence of a specific model expectation from a targetevgla].
G(Ey|F(d,1)) = K L(F||Eg[F(d,1)]) (4)

We can use the target expectatidto encode human or task prior knowl-
edge. For example, the feature "but-if” (bi-gram featurearhbining two
words "but if")typically signifies an exploratory dialogLi/e thus expect
this feature to appear in an exploratory dialogue postingeréten than
in a posting that does not contain exploratory dialogue.

In our experiments, we built a MaxEnt classifier based on GE. |
order to do so, we first had to select the indicative featuresdch class,
decide on their respective class labels, and suggest thet tarreference
feature-class distribution for each of them.

Given a small set of annotated training data, informatidn gan be
used to select representative features. Features withabpildp higher
than thresholg are selected. The expected feature-class distribution for
a given feature is defined as a vectdi(d) where

F(f.5) = P(jlf:0) (5)
Thatis,F(f, j) element is the probability of a labkek j being assigned

given that featuréd is present in a dialogue post. Such probabilities can
be estimated directly from data.

3.2 Incorporating Cue Phrases for Un-annotated Data Labelling

In our preliminary experiments, the cue-phrase matchinthatebased
on the 94 cue phrases identified in [3] has been found to givehadre-
cision over 95% when detecting exploratory dialogue. Thggests that
discourse features based on cue phrases could potentialipve the ac-
curacy of exploratory dialogue detection. In our proposEdfSframe-
work, cue phrases can be utilised in two ways. One approaochcgm-
bine them with the features extracted from a small set of tated data
in order to train MaxEnt using GE. Another approach is to st to
select positive examples (exploratory dialogue) from nnedated data,
which can subsequently be combined with a small set of atethtiata
to train classifiers.

Our preliminary experimental results found that featusdscted from
our small set of annotated data are typically in the rangdofisands.
Hence, merely combining 94 cue phrases with the selectédrésadoes
not bring any obvious improvement in exploratory dialogwtedtion
performance. Therefore, in this paper, we use cue phrasesritify ex-
ploratory dialogue within the un-annotated data and theitlaeim to the
originally labelled data set for subsequent classifieningj.
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3.3 KNN-Based Instance Selection

Within a self-training framework, pseudo-labeled inserselection is
a crucial step, because adding consistently mislabelddrioss to the
training set can degrade the model in subsequent iteraiostsaightfor-
ward way of selecting pseudo-labeled instances is onlylezsimstances
with confidence values generated by the current classititiatie above a
certain threshold. Nevertheless, as mentioned in Sectioe hrgue that
topical features are also crucial to exploratory dialogetedtion. There-
fore, we propose a KNN-based instance selection methodligeubcal
topical features in order to reduce the number of mislabielstdnces.

Once a classifier is trained, it is applied to the un-anndtdsga with
a total of N postingsC? = {d{,dy,...,d%}, and it generates a corre-
sponding label for each postm@U = {l},1%,...,1%} together with a
confidence valuegV = {z% 2% ... 2%} |nd|cating how confident the
classifier is when assigning the corresponding label.

We first select: nearest neighbors for each postidfy € CU based
on the cosine similarity measurement as defined by Equation 6

di' x dj

Sim(d*. d%) = ——
im(di> 45 = e

(6)
This essentially selects postings that are topically sintibd;'. We
then decide whether the instand# should be selected for subsequent
classifier training by considering the pseudo-labels of itearest neigh-

bors. A support value; is calculated for instance selection.

> ay =15)z
j=1
P i — 7
s - )
whered(z) is an indicator function which takes a value of Lifs true,
0 otherwise.
A pseudo-labeled instane# is selected only if its corresponding
support values; is higher than a thresholg In our experiment, we em-
pirically setn to 0.4 andk to 3.

4 EXPERIMENTS

4.1 The Open University Conference 2010 Dataset

The dataset for evaluating our proposed exploratory disadetection
method was constructed from the Annual Learning and TeciyydCon-



120 ZHONGYU WEI ET AL.

ference: Learning in an Open Wo?ldrun by the UK Open University
(OU) in June 2010. Statistics relating to the OU Confereridataset
(OUC2010) are provided in Table 2. The two-day conference nvade
up of four sessions - a morning session and an wvening sessieach
day. During the conference, 164 participants generate862p@stings
within the synchronous text chat forum. These consistedag®%distinct
word tokens. These postings are typically short with a meanage of
10.14 word tokens in each one.

In addition to OUC2010, we constructed an additional unesated
dataset from three open online courses, including 49 sessiontaining
10,568 dialogue postings in total. Statistics relatinght® tin-annotated
dataset are provided in thén-annotatedcategory of Table 2. We will
make both the OUC2010 and un-annotated corpora availabjeufdic
access.

Table 2. Statistics of the original OUC2010 and the un-annotatedsids.

SessionID Participant# Posting# Token# Vocabulary# Aendth

2 OU_22AM 76 667 7204 2506 10.80
% OU_22PM 61 860 9073 3074 10.55
é OU_23AM 54 541 5517 2037 10.19
£ OU.23PM 54 568 4937 1932 8.69
total 164 2636 26731 6798 10.14
Un-annotated 1152 10568 97699 17268 9.244

We hired three graduate students with expertise in eduetiech-
nology to annotate a subset of OUC2010. The task was to fylagséther
a dialogue posting was exploratory or not. The dialogueipgstwere
presented in chronological order so that annotators coakkrdecisions
based on contextual information (i.e., postings beforeaftat the cur-
rent posting).

The Kappa coefficient [18] for inter-annotator agreemerd @&977
for the binary classification of exploratory / non-explangt Statistics
relating to the annotated OUC2010 dataset are presentedbla 3.

4.2 Experimental Setup

As shown in Table 2, the average length of each posting wasiwely
short. We therefore did not carry out stopwords removal emsting.

®http://cloudworks. ac. uk/ cl oudscape/ vi ew 2012/
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Table 3. Statistics of annotated OUC2010 dataset.

SessionID Agreed Posting# Exploratory# Non-Exploratory#

OU_22AM 529 380 149
OU_22PM 661 508 153
OU_23AM 456 310 146
OU_23PM 441 219 222
total 2087 1417 670

Our preliminary experiments showed that combining unigravith bi-
grams and trigrams gave better performance than using ampiotwo
of these three features. Therefore, in the experimentgtegpbere, we
use the combination of unigrams, bigrams and trigrams asiriesfor
classifier training and testing.

We compare our proposed framework with the following apphes
in order to explore the effectiveness of the framework:

— Cue phrase labelling (CP) Detect exploratory dialogue using cue
phrases only.

— MaxEnt. Train a supervised MaxEnt classifier using annotated data.

— GE. Train a MaxEnt model using labeled features based on Gener-
alized Expectation (GE) criteria. We select labeled fesguf their
association probabilities with any one of the classes ek0egb.

— Self-learned features (SF)The feature based self-learning frame-
work without cue phrase matching and KNN instance selecboic-
uments labeled by the initial classifier are taken as lahiekdnces.
Features are selected based on the information gain (I@)eofet-
ture with the class label and the target expectation of eeatufe is
re-estimated from the pseudo-labeled examples. A secaisgifter
is then trained using these self-learned features using GE.

— Self-learned features + KNN (SF+KNN) At each training itera-
tion, the KNN-based instance selection method is used &xstie
pseudo-labeled instances for the derivation of self-kdbé&atures.

— Self-learned features + Cue-phrase + KNN (SF+CP+KNN)Our
proposed method integrating both cue-phrase matchingadethd
KNN based instance selection method within the self-trajtfifame-
work.

In each run of experiment, one session of the annotated OUL20
was selected as the test set, and all or part of the remairaieused as
the training set. The un-annotated dataset was used fetrailing. For
performance evaluation, all possible training and testiombinations
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were tested and the results were averaged over all suchlrueach of

the re-training iterations, pseudo-labeled instancee welected with the
same ratio of exploratory to non-exploratory as in the éhitiaining set.

We evaluated our method using metrics including accura@gigion,

recall and F-measure.

4.3 Results

OVERALL PERFORMANCE Table 4 shows the exploratory dialogue clas-
sification results on the OUC2010 dataset using the methesisritbed
above. We used half a session from one of the four annotassibses for
training. The total amount of training postings ranged 220 to 330.
CP gives the highest precision of over 95%. However, it alsoegates
the lowest recall value, only 42%. This indicates that thennadly de-
fined cue phrases are indeed accurate indicators of expigrdialogue.
However, they missed over half the positive exploratoryodjae.

Training from labeled features onl\GE) performs worse than the
supervised classifigvlaxEnt The original self-learned features method,
SF, presents a similar performance when compargadEoSF+KNN in-
corporating the KNN-based pseudo-labelled instancestistemethod,
outperformsSF, showing the effectiveness of adding instances based on
the labels of theik-nearest neighbours. Our proposed method, which is
SF+CP+KNN incorporating both cue phrase matching and KNN based
instance selection, outperforms all the other baselinesrding to ac-
curacy and F1 value, generating 3.4% and 4% improvementiaracy
compared to th&E method. Although the improvement seems modest
compared to supervised learning methods such as MaxEnsigifi-
cance test shows that the improvement is statisticallyifibgnt. In addi-
tion, while supervised learning methods require annotdged for train-
ing, our proposed SELF framework only requires a small sédlodlled
features. This is important for exploratory dialogue detecbecause an-
notated data are scarce.

VARYING TRAINING SET Size To explore the influence of the amount
of training data on accuracy and to investigate the effents of two
components within SELF, we varied the size of the annotagédinhg set
from 1/8 session to 1 session and compared the performamiiffierént
approaches. As shown in Figure 2, as the size of the traieingsreases,
the performance of all approaches grow impro&#stCP+KNNoutper-
forms all the other methods with regard to accuracy acrdgrent sizes
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Table 4. Exploratory dialogue classification results.

Approach Accuracy Precision Recall F1

CP 0.5389 0.9523 0.4241 0.5865
MaxEnt 0.7886 0.8262 0.8609 0.8301
GE 0.7658 0.77530.87170.8017
SF 0.7659 0.7572 0.8710 0.8062

SF+KNN 0.7701 0.7865 0.8539 0.8148
SF+CP+KNN 0.7924 0.8083 0.8688.8331

of training set. As the size of the training set increases attcuracy of

GE rises quickly exceeding botBF and SF+KNN when the size of the
annotated data reaches 1 session. This shows that whemtethdata are
abundant, the effect of self-labeled feature learning aNiNKbased in-

stance selection diminishes. Nevertheless, incorpayaiith cue-phrase
matching and KNN-based instance selec&®*CP+KNN our proposed
method performs significantly better than all other methedted.

0.83

0.81 -
0.79 N
0.77
> —
& 0.75 =
5 = BGE
8 0.73 =
g =
0.71 = BSF
0.69 = [ SF+KNN
0.67 =
— B SF+CP+KNN
0.65
1/8 1/4 1/2 1

Training Set Size (Session)

Fig. 2. Accuracy vs. training set size.

VARYING k IN KNN-BASED INSTANCE SELECTION To explore the
impact ofk in KNN based instance selection on the performance of our
proposed SELF framework, we variéd the number of neighbours, in
SF+CP+KNN Here, we only used half a session of the annotated dataset
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for training. As shown in Table 5, the best performance isead when
kis setto 3.

Table 5. Performance of proposed framework on different k

k Accuracy Precision Recall F1

1 0.7868 0.8007 0.8666 0.8282
3 0.7924 0.8083 0.8688 0.8331
5 0.7881 0.8005 0.8685 0.8292
7 0.7586 0.7505 0.8640 0.8001

5 CONCLUSIONS

In this paper, we have proposed a self-training frameworitfe detec-
tion of exploratory dialogue within online dialogue. Cuergées have
been employed to utilise discourse features for classificand a KNN-
based instance selection method has been proposed to neatdeoigical
features in order to reduce the erroneously-labeled ins&@imtroduced
by self training. We have built the first annotated corpustfer detec-
tion of exploratory dialoge, OUC2010, from the OU Online @xence.
Experimental results on OUC2010 show that our approacheoiaigms
competitive baselines.

To the best of our knowledge, our study is the pioneer workhen t
automatic detection of exploratory dialogue. There arenel@s of this
work that we would like to explore further. In the current pgve have
only focused on the use afgrams. It would be possible to explore other
features, such as the position of dialogue postings withexsession. For
example, dialogue exchanges at the beginning of sessierigally to be
non-exploratory because people tend to introduce themselud greet
each other when they first arrive. Moreover, if we know that posting
is exploratory, for example, if someone challenges a prevgtatement,
then the next posting is also likely to be exploratory. Heroamtextual
information such as previous and subsequent postings beutken into
account when classifying a posting. Another interestimgation will be
to explore automatic ways of expanding the cue phrase listambining
it with machine learning methods for exploratory dialogesedtion.

ACKNOWLEDGEMENTS This work was partially supported by General
Research Fund of Hong Kong (No. 417112).



SELF-TRAINING FOR DIALOGUE IDENTIFICATION 125

REFERENCES

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

Mercer, N., Littleton, K.: Dialogue and the developmehttaldren’s think-
ing: A sociocultural approach. Taylor & Francis (2007)

Mercer, N.: Sociocultural discourse analysis. JourhAjpplied Linguistics
1(2) (2004) 137-168

. Ferguson, R., Buckingham Shum, S.: Learning analyticel¢atify ex-

ploratory dialogue within synchronous text chat. In: Pemtiags of the 1st
International Conference on Learning Analytics and Knalgke (2011) 99—
103

. Mercer, N.: Developing dialogues. Learning for life iretB1st century

(2002) 141-153

. Mercer, N., Wegerif, R.: Is “exploratory talk” produatitalk? In Littleton,

K., Light, P., eds.: Learning with computers. Routledged@)979-101

. Whitelock, D., Watt, S.: Open mentor: Supporting tutoithvtheir feed-

back to students. In: 11th CAA International Computer Assig\ssessment
Conference. (2007)

. SandorA., Vorndran, A.: Detecting key sentences for automaticstessce

in peer reviewing research articles in educational scienite Workshop on
Text and Citation Analysis for Scholarly Digital Librarig2009) 36—-44

. Samuel, K., Carberry, S., Vijay-Shanker, K.: Automdticaelecting useful

phrases for dialogue act tagging. Arxiv preprint cs/99@1999)

. Webb, N., Hepple, M., Wilks, Y.: Dialogue act classifioatbased on intra-

utterance features. In: Proceedings of the AAAI Workshospoken Lan-
guage Understanding. (2005)

Webb, N., Liu, T.: Investigating the portability of caippderived cue phrases
for dialogue act classification. In: 22nd International @vence on Compu-
tational Linguistics (COLING). (2008) 977-984

Jekat, S., Klein, A., Maier, E., Maleck, I., Mast, M., @t J.J.: Dialogue
acts in verbmobil. Technical report, DFKI GmbH (1995)

Levin, L., Langley, C., Lavie, A., Gates, D., Wallace, Peterson, K.: Do-
main specific speech acts for spoken language translatiorProceedings
of 4th SIGdial Workshop on Discourse and Dialogue (SIGDIARPO03)
Reithinger, N., Klesen, M.: Dialogue act classificatiming language mod-
els. In: 5th European Conference on Speech Communicatibiachnol-
ogy. (1997)

Ji, G., Bilmes, J.: Dialog act tagging using graphicableis. In: ICASSP.
(2005) 33-36

Verbree, D., Rienks, R., Heylen, D.: Dialogue-act taggising smart feature
selection; results on multiple corpora. In: IEEE Spokendisage Technol-
ogy Workshop. (2006) 70-73

Druck, G., Mann, G., McCallum, A.: Learning from labeliedtures using
generalized expectation criteria. In: SIGIR. (2008) 5982-6

He, Y., Zhou, D.: Self-training from labeled features$entiment analysis.
Information Processing & Managemefit(4) (2011) 606-616



126 ZHONGYU WEI ET AL.

18. Carletta, J.: Assessing agreement on classificatiés:td®e kappa statistic.
Computational linguistic22(2) (1996) 249-254

ZHONGYU WEI

THE CHINESE UNIVERSITY OF HONG KONG,
SHATIN, N.T., HONG KONG

E-MAIL : <YUTOUWEI@GMAIL .COM>

YULAN HE

SCHOOL OFENGINEERING & A PPLIED SCIENCE,
ASTONUNIVERSITY,

BIRMINGHAM, UK

E-MAIL : <Y.HE@CANTAB.NET>

SIMON BUCKINGHAM SHUM

KNOWLEDGE MEDIA INSTITUTE /

INSTITUTE OF EDUCATIONAL TECHNOLOGY,

THE OPENUNIVERSITY,

MILTON KEYNES, UK

E-MAIL : <S.BUCKINGHAM.SHUM@OPEN.AC.UK >

REBECCA FERGUSON

KNOWLEDGE MEDIA INSTITUTE/

INSTITUTE OF EDUCATIONAL TECHNOLOGY,
THE OPENUNIVERSITY,

MILTON KEYNES, UK

E-MAIL : <REBECCAFERGUSON@OPEN.AC.UK >

WEI GAO

QATAR COMPUTING RESEARCHINSTITUTE,
QATAR FOUNDATION,

DoHA, QATAR

E-MAIL : <WGAO@QF.ORG.QA>

KAM-FAI WONG

KEY LABORATORY OF HIGH CONFIDENCE
SOFTWARE TECHNOLOGIES

MINISTRY OF EDUCATION, CHINA

E-MAIL : <KFWONG@SE.CUHK.EDU.HK >



| nformation Extraction







IJCLAVOL. 4, NO. 1, JAN-JUN 2013, PP. 129-144
RECEIVED 07/12/12 ACCEPTED 11/01/13 FINAL 14/03/13

Something Old, Something New:
Identifying Knowledge Source in Bio-events

RAHEEL NAWAZ, PAUL THOMPSON AND SOPHIA ANANIADOU

University of Manchester, UK

ABSTRACT

Locating new experimental knowledge in biomedical texts is
important for several tasks undertaken by biologists. Although
several systems can distinguish between new and existing
knowledge, this generally happens at the text zone level. In
contrast to text zones, bio-events constitute structured represen-
tations of biomedical knowledge. They bridge text with domain
knowledge and can be used to develop sophisticated semantic
search systems. Typically, event extraction systems locate and
classify events and their arguments, but ignore interpretative
information (meta-knowledge) from their textual context. Since
several events (often nested) can occur in a sentence, determin-
ing which event(s) are affected by which textual clues can be
complex. We have analysed knowledge source annotation in
two bio-event corpora: GENIA-MK (abstracts) and FP-MK
(full papers), and have developed a system to classify bio-
events automatically according to their knowledge source. Our
system performs with an accuracy of over 99% on both ab-
stracts and full papers.

KeEyworDs knowledge source, new knowledge, meta-
knowledge, event, bio-event, machine learning
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1 Introduction

In recent years, several annotation schemes, [&-¢], have been de-
veloped to identify and classify textual zones. (ic®ntinuous spans of
text, such as sentences and clauses) in scieptfiers, according to
their rhetorical status or general information emt In most cases,
these corpora have subsequently been used assaftwasiaining sys-
tems to recognise this information automaticallg.,e[5-7]. Common
to all of these systems the ability to identify information about
knowledge source. That is, whether the text zone refers to newkwor
being described in the paper, or to work that hasady been described
elsewhereSuch systems can be instrumental in helping usesedrch
for text zones that contain new experimental kndgée The identifi-
cation of such information is important for sevetdks in which biol-
ogists have to search and review the literature €ith example is the
maintenance of models of biological processes, sischathways [8].
As new reactions or new evidence for reactions imecavailable in the
literature, these should be added to the correspgrhthway(s). An-
other area where this information is useful ishie turation of biomed-
ical databases. One of the tasks involved in keepirth databases up-
to date is to search for new evidence for a pddicunteraction (e.g.,
gene regulation) within the literature [9].

In the types of task outlined above, the biologidikely to be look-
ing for specific types of biological processes eaations, and specific
types of information about them, e.g., what cau$edreaction to oc-
cur, where the reaction took place, etc. Althoughtext zone classifi-
cation systems cannot help with this kind of takother type of sys-
tem, i.e., an event extraction system, can be mehe useful. Event
extraction systems are usually developed througjhitrg on manually
annotated bio-event corpora, e.g., GENIA [10], Bfet [11] and
GREC [12]. These corpora identify named entitieshsas genes and
proteins, as well as the bio-events in which thesstities participate.
Systems are then trained to extract bio-event stres automatically
from texts. The recent BioNLP Shared Tasks on eestitaction in
2009 [13] and 2011 [14] have helped to stimulatesterable advanc-
es in event extraction research.

Event extraction facilitates the development oftgsficated seman-
tic-based search systems, e.g., [15], which allesearchers to perform
structured searches over events extracted fromga @ody of text [16].
Although search constraints can typically be speiin terms of event
type (i.e., the process or reaction of interesty@nthe types of named
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entities participating in the event, the ability $pecify knowledge
source as a constraint is not available. Bio-evangstypically con-
tained within a single sentence, and the existxtjzone identification
systems would normally be able to determine knogdesiource at the
sentence level. However, events are not the sartextagones. Whilst
text zones constitute continuous spans of texttsvesually consist of
several discontinuous text spans, which correspondifferent ele-
ments of the event, e.g., participants, locatide, [@7]. There are also
(usually) several events contained within a sirsgletence. This means
that just because a sentence or clause may befialglet as having a
particular knowledge source, it does not followt tilhevents contained
within that text zone will have the same knowledgerce; each event
may have its own interpretation, and determiningctvhevents are
affected by particular textual clues can be complet example, con-
sider the following sentence:

Previous studies have shown that inhibition of the MAP kinase cascade
with PD98059, a specific inhibitor of MAPK kinase 1, may prevent the
rapid expression of the alpha2 integrin subunit.

This sentence contains not only a speculative aigafyom anOther
source, i.e.|nhibition of the MAP kinase may prevent the expression of
the alpha2 integrin subunit, but also a general fact, i.€D98059 is a
specific inhibitor of MAPK kinase 1. The main verb in the sentence
(i.e., prevent) describes the information that has been repant@adevi-
ous studies. In a sentence-based annotation schieimés likely to be
the only information that is encoded. However, thieans that the
general fact is disregarded. Some annotation schamee attempted to
overcome the fact that sentences may contain rfultypes of infor-
mation by annotating meta-knowledge below the semtdevel, i.e.,
clauses [18, 19] or segments [20]. In the caséheflatter scheme, a
new segment is created whenever there is a chamghei meta-
knowledge being expressed.

In the sentence above, however, it is not possibleplit the sen-
tence into continuous segments, since the genacdli§ embedded
within the speculative analysis. In an event-based of the sentence,
this does not matter, since events consist of sires with different
“slots”, each of which is filled by a different tegpan, drawn from
anywhere within the sentence. In this way, we $ay the speculative
analysis is triggered by the vepbevent, and has the participantshi-
bition of the MAP kinase andthe rapid expression of the alpha2 integ-
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rin subunit. Similarly, the general fact can be encoded asparste
event. Only the speculative analysis event is rigfigrto work being
carried out as part of a particular study. The ganfact event is con-
sidered to be established knowledge, and so itdvoat be correct to
attribute this event to a particular previous study

In order to allow further information to be encodadevent extrac-
tion systems, [21] proposed a multidimensional e&b&sed meta-
knowledge annotation scheme that includes knowlesty@rce as a
dimension of event interpretation. Other dimensiarmduded in the
scheme are: knowledge type, certainty level (alhgwiamongst other
things, speculative analyses to be encoded), pplamd manner. This
scheme has been manually applied to a number ferelift corpora.
Firstly, the GENIA event corpus, comprising 1000 MENE ab-
stracts, was enriched to create the GENIA-MK colfg@$. Secondly, a
corpus of 4 full papers with event annotations hasn enriched to
create the FP-MK corpus [23]. A third, on-goingoetfis the applica-
tion of the scheme to a corpus of stem cell resepapers [24].

This paper describes our work on analysis and aatiednidentifica-
tion of knowledge source information about bio-egernusing the
GENIA-MK (abstracts) and FP-MK (full papers) corpdior training
and testing. In both corpora, each event is astribee of two
knowledge source values, i.€yrrent, for events relating to work de-
scribed in the current paper (default value)Qther, for events relating
to work originally described elsewhere. Althougle tinalysis carried
out in [23] reveals that there are significant @iéinces in the distribu-
tions of the different knowledge soursalues in abstracts and full
papers, and that the textual means of denddihgr events also varies
between abstracts and full papers, our systemléstabperform to an
almost identical level of accuracy on both textetypi.e., 99.6% and
99.4%, for abstracts and full papers, respectively.

2 Background

2.1 Bio-event

In its most general form, textual eventcan be described as an action,
relation, process or state [25]. More specificaliy, event is a struc-
tured semantic representation of a certain piecenfofrmation con-
tained within the text. Events are usually anchai@garticular text
fragments that are central to the description ef ¢went, e.g.event-
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trigger, event-participants and event-location, etc. A bio-event is a
textual event specialised for the biomedical domainthat it consti-
tutes a dynamic bio-relation involving one or marticipants [10].
These participants can be bio-entities or (othéo}elvents, and are
each assigned a semantic role likeme andcause, etc. Bio-events and
bio-entities are also typically assigned semangjpes/classes from
particular taxonomies/ontologies. Consider the esgrg S1: [t has
previously been reported [12] that LTB4 augments c-jun mRNA". This
sentence contains a single bio-event of typs&tive regulation, which

is anchored to the verugments. Figure 1 shows a typical structured
representation of this bio-event. The event has exicipants:c-jun
mRNA andLTB4, which have both been assigned their respective se
mantic types and roles within the event.

TRIGGER: augmented

TYPE: positive_regulation

THEME: c-jun mRNA : RNA_molecule
CAUSE: LTB4 : organic_molecule

Fig. 1. Typical representation of the bio-event contaimesentence S1

2.2 Knowledge Source

As mentioned above, information about knowledgers®is an inte-
gral part of a number of schemes for annotating texes and their
functions. The argumentative zoning (AZ) schemest fintroduced in
[1], distinguishes sentences that mention OWN wmdsented in the
current paper and OTHER specific work presentedrinther paper.
Later extensions based on this scheme [2, 26] reped that different
types of information about OWN work can usefully distinguished,
such as OWN_METHD (methods) and OWN_RES (results) o
OWN_CONC (conclusions). Multi-dimensional schembsvaseveral
pieces of information to be associated with a gitext span, and thus
provide more flexibility regarding the types of anfnation that can be
encoded. Several such schemes encode informatout &bowledge
source as a separate dimension, e.g., the schef6¢in€ludes a nov-
elty attribute New or Old) that is distinct from their knowledge type
attribute Background, Method, Conclusion, etc.) The scheme of [3]
identified five dimensions of information that cduleliably be identi-
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fied about text fragments (mostly clauses or sex@gn Theirevidence
dimension includes information about the sourcekiéwledge ex-
pressed in the text fragment. It has four possialeies, which have
similarities with some of the evidence codes uagtihd the annotation
for the Gene Ontology [27]. These values &6: no indication of
evidenceE1l: mention of evidence with no explicit referen&®; ex-
plicit reference is made to other papers to supff@tassertionk3:
experimental evidence is provided directly in tbett

In the event-based meta-knowledge scheme of Natalz [21], in-
formation about the knowledge source of the evephicoded using the
Source dimension, which has two possible values. Ttber value is
assigned when the event can be attributed to aquewstudy. This
value is normally determined through the presericexplicit clues,
e.g., previoudly, recent studies, etc., or cited papers, in the vicinity of
the event. TheCurrent value is assigned when the event makes an
assertion that can be attributed to the curremtysttihis is the default
category, and is assigned in the absence of exjgidcal or contextual
clues, although explicit clues suchths present study may be encoun-
tered. As an example, the bio-event in sentencés&dtion 1.1) has
been attributed to another study through the usanah-text citation.
Therefore, it will be assigned the knowledge sowalae ofOther.

2.3 Annotation of Knowledge Source in GENIA-MK and FP-MK
Corpora

The GENIA-MK corpus consists of 1000 MEDLINE abstss contain-
ing 36,858 events, each of which has been annotatearding to the
meta-knowledge scheme described in [23]. In thipes, slightly few-
er than 2% of all events are assignefbarce value ofOther. This is
not surprising: abstracts are meant to provideransary of the work
carried out in a given paper and, given the vanjtéd space, there is
little opportunity to discuss previous work. Indedte use of citations
is often prohibited in abstracts.

The FP-MK corpus consists of 4 full papers, in whig710 events
have been annotated according to the same metaléahgavscheme. In
contrast to the GENIA-MK corpus, nearly 20% ofelents in the FP-
MK corpus belong to th®ther category. The analysis provided in [23]
examines the distribution &urce annotations in the various different
sections in full papers. The study reports thatdnythe highest concen-
tration of Other events is in theBackground sections of the papers,
where over 40% of the events are attributed torogberces. This is
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expected, since it is normally in tHgackground section where one
encounters the highest concentration of descriptmnprevious work.
The Discussion sections of the papers also have a high concentrat
(over 25%) ofOther events, since it is common to compare and con-
trast the outcomes of the current work with tho@revious related
studies as part of the discussion. The frequendtiodr events in the
remaining sections is considerably lower. For exXamim the Results
sections of the papers, less than 7% of eventararetated aSther.

3 Analysis ofOther Events

3.1 Clue Frequency

Table 1 shows the most commonly annotated clueesgmns for
Source=0Other in the GENIA-MK (abstracts) and FP-MK (full papgrs
corpora respectively. For abstracts, several chpeessions contain the
adverbsprevioudly or recently, or their adjectival equivalents. The
phrasesave been andhas been havealso been annotated as clues with
reasonably high frequency, the reason being tleatigie of the passive
voice with the present perfect tense (bag been studied) is a common
means to indicate that an event has previously beapleted (e.g., in

a previous study), but yet has relevance to theentistudy.

Table 1. Most frequently annotatedther clues
in GENIA-MK and FP-MK corpora

GENIA-MK (abstracts) FP-MK (full papers)
Cue Freq % Clue Freq %

previously 118 21.7% Citation 267 78.3%
has been 89 16.3% has been 41  12.0%
recently 67 12.3% previously 6 1.8%
have been 39 7.2% recently 6 1.8%
previous 38 7.0% latter example 4 1.2%

recent 32 59% studies have shown 4 1.2%

earlier 6 1.1% we and others 4 1.2%

In contrast to abstracts, the vast majority of @upressions in full
papers correspond to citations. However, similaolabstracts, the use
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of the present perfect tense is also quite comm@dner explicit mark-
ers (such agrevioudy andrecently) constitute less than 10% of the
clue expressions.

3.2 Clue Ambiguity

The presence of a@ther clue in a sentence is not in itself sufficient
evidence for assigning the knowledge source valu®tber to all
events in the sentence. While a sentence contamsyverage, 4 bio-
events, the majority oDther clues affect only one event in the sen-
tence, i.e., the knowledge source value for theareimg events in the
sentence i€urrent. Therefore, it is highly important that the synta
tic/semantic structure of the sentence is consitjdreorder to deter-
mine which, if any, of the events are being affddy the clue. For
example, the existencel/type of dependency/constifueelations be-
tween the event participants and aDther clue(s) present in the sen-
tence can be considered.

Furthermore, some of th@ther clues (e.g., the tense of the sen-
tence) are inherently ambiguous, and only indieat@®ther event in
certain contexts. For example, the clue expreskashave been is a
significant clue foiOther events — it accounts for over 23% of@ther
events in abstracts and 12% of@ther events in full papers. However,
an analysis of events from the sentences contathmghraséas/have
been in the GENIA-MK corpus reveals that only 8% of $beevents are
of typeOther. This proportion is even lower (7%) for full paper

3.3 Event Complexity

We examined the distribution of events assigned traue
Source=Other amongstsimple and complex events. By simple event,
we mean an event whose participants are all esitiibilst a complex
event is one with at least one participant whiclitself an event. In
abstracts,67% of Other events are complex. Conversely, 2.26% of
complex events are of tygether, while only 0.88% of simple events
are of typeOther. This means that an arbitrary complex event is 2.6
times more likely than an arbitrary simple eventhtve knowledge
source value oDther.

In full papers, an even greater proportiorOttier events (i.e., 72%)
is complex. A total of 3.32% of complex events afetype Other,
while only 0.73% of simple events belong to thipety Therefore, in
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full papers, an arbitrary complex event is 4.5 smaore likely than an
arbitrary simple event to have knowledge sourcaesafOther.

3.4 Relative Position within Text

In abstracts, 74% obther events appear in the 2nd, 3rd or 4th sen-
tence. Furthermore, over 80% of tB¢her events appear in the first
half of the abstract.

In full papers, the section to which the sentera@aining the event
belongs is more significant than the relative positof the sentence
within the paper or even within a section. For egbanover 60% of all
Other events found in full papers occur within tBackground section.

4 Classifier Design

Based on the analysis @ither events, we engineered 7 feature sets.
We used the Enju parser [28] to obtain the lexézad syntactic infor-
mation required to construct these features. Aflesiplanation of each
feature set is as follows:

Syntactic features include the tense of the sentence (siither
events will normally be reported using the passégnthe POS tag
of theevent-trigger, and the POS tag(s) ©ther clue(s) found in the
sentence.

— Semantic features include the type of the bio-event and the type and
role of each participant.

— Lexical features. Since the presence of lexical clues is usuallytkey
determiningOther events, these features include whetheO#mer
clue is present in the sentence, and the clud.ifBleé clue list was
compiled by combining the clue lists extracted fritrea GENIA-MK
and FP-MK corpora, together with regular expressionidentify ci-
tations, which are also often important for thentifecation of Other
events.

— Lexico-semantic features. Since the presence of @ther clue in a
sentence does not usually affect all events wittnsentence, these
features help to determine the likelihood that digalar lexical clue
for Other affects a given event. The features include theiprity
(surface distance) between tB¢her clue and various event compo-
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nents évent-trigger, event-participants and event-location), whether
the Other clue precedes or follows tlegent-trigger, etc.

— Dependency (lexico-syntactic) features. Proximity of Other clues to
event components is not always sufficient to deiteerwhich events
they affect. In more complex sentences, it canniygoitant to con-
sider syntactic structure, since tBher clue may not occur close to
the event components, but still be structurallatesd. For this rea-
son, these features are based around the preskdteab and indi-
rect dependency relations between@tber clue present in the sen-
tence and theevent-trigger, and the length of these dependency
paths.

— Constituency (lexico-syntactic) features. This is a further class of
structural features. They are based aroundctmemand [29] and
scope relations, which are derived from the constituepayse tree.
The command features consider the existence o¥/B-,and NP-
command relations between tkher clue and thesvent-trigger.
The scope features consider whetheretlent-trigger falls under the
syntactic scope of thether clue.

- Positional features. As mentioned abovether events are far more
numerous in certain sections of full papers, whilthin abstracts,
earlier sentences are most likely to contain suants. Therefore,
we include amongst our features the section in fvithe sentence
containing the event appears (for abstracts alhtsvieave the same
value and this feature becomes redundant), andetative position
of the sentence containing the event, both withaéntire text and
within the section.

We used the Random Forest [20¢orithm, which develops an en-
semble/forest of Decision Trees from randomly sa&ehdubspaces of
the input features. Once the forest has been creagav instances are
classified by first obtaining individual classifitans from each tree
and then using a majority vote to attain the fitlaksification. We used
the WEKA [31] implementation of the Random Foreggoathm,
which is based or{30]. Our optimization settings included: (1) sedi
the number of trees in the forest to 10, (2) sgttie number of fea-
tures used to build individual trees to log(N+1here N is the total
number of features, (3) setting no restrictiongrendepth of individual
trees.
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5 Results and Discussion

We conducted a series of experiments using diffecire lists and
feature set combinations. All results were 10-foldss validated. The
best results for abstracts and full papers are shiawable 2. In both
cases, the best results were achieved by using thest frequent clues
(Table 1) and all feature sets.

Table 2.Best results for GENIA-MK and FP-MK

GENIA-MK (abstracts) FP-MK (full papers)
Category
R F P R F
Current  99.6% 99.8% 99.7% 99.5% 99.2% 99.3%
Other 83.3% 70.8% 75.6% 81.3% 70.1% 75.3%
Overall 99.4% 99.4% 99.4% 95.9% 93.4% 94.6%

5.1 Abstracts

In abstracts, only 2% of all events are of typther; therefore, the

baseline accuracy (through majority-class alloegtis 98%. Our sys-
tem achieves an overall accuracy of 99.6%, whiclcdasiderably

higher than this baseline. Recall for Bther category is significantly
lower than the precision (over 10%). This is maithle to the difficulty

in identifying and disambiguatin@ther clues. The overall system
precision and recall are both 99.4%.

5.2 Full Papers

The proportion ofother events in full papers is almost 10 times greater
than in abstracts, with just under 20% of all esdn¢longing to the
Other category. The baseline classification accuracyfdtirpapers is
thus 80%. Therefore, statistically, identificatiohknowledge source in
full papers is a harder task than in abstracts. él@y our system
achieves a very high overall accuracy of 99.4%. ian difference
between théther events in abstracts and full papers is the ocnoere
of explicit citations as clues. Since our systespahcludes citation
related features, it is able to perform equallylwalboth corpora.
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Similarly to the results for abstracts, precision full papers is sig-
nificantly higher than recall. Again, this is mairdue to the difficulty
in identifying/disambiguatingOther clues. This is also reflected in
overall system performance as well, where precisso2.5% higher
than recall.

5.3 Discussion

Our results are the first that concern the detaatioknowledge source
at the event level. However, some comparisons eairdwn with simi-
lar previous work at the clause, sentence, and lBwet The text zone
classification system of [5] achieved a precisiecéll of 51%/30% for
their OTHER category and a precision/recall of 888%b for the OWN
category. [32] achieved an overall F-score of 7@¥dutomatic zone
classification, including BACKGROUND and OWN zondse clause
classification system reported by [7] performedhwitscores of 89%,
57%, 94% and 91% for the EO, E1, E2, and E3 classgectively. [6],
whose classification is performed at the senteegel] achieved an F-
score of 64% for their BACKGROUND class; howevdrey did not
try to identify the novelty attributes separatedthough we identify
knowledge source at the event level, which is nurallenging than
similar tasks at the clause/sentence/zone levelrerults are signifi-
cantly higher. This is partly because we have dastproblem as a
binary classification rather than a multi-categodigssification.

In our system, the most common reason for misdleason was the
inability of the system to identif@ther clues. This accounted for over
52% of the misclassified events. A significant gdjpn (32%) of
misclassified events belonged to sentences withpt@msyntactic
structures, e.g., where tlegent-trigger and theOther clue belonged to
different clauses. These misclassifications carpéely attributed to
parsing limitations, especially in terms of ideyitiig complex depend-
ency relations.

6 Conclusion

The isolation of hew experimental knowledge in éaxglumes of text
is important for several tasks undertaken by biisksg Although the
ability to search for events of interest can sigaifitly reduce the biol-
ogist’s workload in finding relevant informationyen more time could
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be saved by facilitating further refinement of gearch results to in-
clude only events pertaining to reliable new experital knowledge.
This goal can be achieved through the automatiogmition of event

meta-knowledge. One of the most crucial aspect&leritifying new

experimental knowledge is to determine the knowdedgurce of the
event.

In this paper, we have analysed the event-levelvedge source
annotations in the GENIA-MK corpus (abstracts) #imel FP-MK cor-
pus (full papers). This analysis was used to infohe process of de-
signing a system to recognise knowledge sourcenattoally. We
have shown that the knowledge source of eventbearcognised to a
high degree of accuracy. In abstracts, the ovacalliracy is 99.6% and
the overall F-score is 99.4%. The baseline accufacyabstracts is
already extremely high (98%), given that there feng events in ab-
stracts that refer to previous work. However, aergignificant result is
that the performance of the classifier on full page almost as high as
for abstracts, even though the baseline accuradyligpapers (80%) is
considerably lower than for abstracts. On full papehe classifier
performs with an overall accuracy of 99.4% and exds an overall F-
score of 94.6%. These results provide encouraguigerce that the
knowledge source of biomedical events can be piexdiicery reliably,
regardless of text type. We plan to use our sydierassist in the
(semi-)automatic annotation of other corpora caog bio-event or
relation annotation, e.g., [11, 12, 33]. This wilve the way for a more
advanced system, able to recognise source infasmdtr a wider
range of event and relation types. By integrating dassification sys-
tem with event extraction systems, such as [34]willebe able to de-
velop more sophisticated systems that can extratts with associat-
ed source information fully automatically. Eventg also relevant to
other domains. For example, the ACE 2005 evaluatiwolved the
recognition of events in the general language domacluding events
relating to conflict, business and justice. Weiarthe process of adapt-
ing our meta-knowledge scheme to this domain, whithallow sys-
tems to be trained to recognise knowledge souncevients in alterna-
tive domains.
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Comparing Portuguese Opinion Lexicons in
Feature-Based Sentiment Analysis

LARISSA A. DE FREITAS AND RENATA VIEIRA

PUCRS, Brazil

ABSTRACT

In this paper we evaluate different lexicons in feature llexn-
ion mining on Brazilian Portuguese movie reviews. Research
this field often considers English data, while other langesagre
less explored. So we discuss and compare available resoarck
techniques that can be applied to Portuguese for dealinly this
task. We found better results when using SentiLex adjefles
results indicate a F-score of 0.73 for positive polarityagaoition
and 0.76 for negative polarity recognition.

KEYWORDS. Opinion Mining; Sentiment Analysis; Portuguese
Online Reviews; Movie Reviews

1 INTRODUCTION

Studies about “opinion mining”, also called “sentiment lgeis”(SA)
have been developed more intensively in the last decadesriargl, re-
search in this area focuses in detecting the holder’s sentimbout a
topic in a review. Opinions are important because wheneeen&ed to
make a decision, we want to know other points of view.

Nowadays, opinion mining has been investigated mainlyrieehev-
els of granularity (document, sentence or feature). Adogrtb Liu [1],
both the document level and sentence level analyses dosuaivair what
exactly people liked or not. However, feature level opinioming, re-
quired for that, is extremely challenging.
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In feature-based opinion mining, features related to aeatlajre anal-
ysed. This technique comprises the following steps: ifignfi the fea-
tures about the object in review, deciding whether the mevgepositive
or negative and summarizing the information [2]. Overdig butput is
a tuple containing the feature and the polarity of objectse model of
feature-based opinion mining is proposed by many reseeschach as
Hu and Liu [3] and Popescu and Etzioni [4].

In the literature, recent works about ontology-based @pimining
in feature level are Zhao and Li [5] and Pefalver-Martieial. [6]. Both
have been applied on English movie reviews, presenting duigiity re-
sults.

In this context, we address the issue of feature-basedaypmin-
ing but applied on Brazilian Portuguese movie reviews. Wedysart-
of-speech (POS) tags, movie ontology concepts and twoadlailPor-
tuguese opinion lexicons.

This paper is organized as follows: works about featuretbapinion
mining are discussed in Section 2. Our approach is intradiirc8ection
3. Tests are discussed in Section 4. Finally, conclusiorfiatude works
are presented in Section 5.

2 FEATURE-BASED OPINION MINING

The works by Hu and Li [3] and Popescu and Etzinoni [4] are tlostm
representative ones in this area of study. Hu and Li [3] usedation
rule mining while Popescu and Etzinoni [4] use the Pointvagtual
Information (PMI) for feature extraction. According to Had Li [3]
implicit features occur much less frequently than expbcies. This paper
focuses on features that appear explicitly in the reviews.

Most of the existing work on review mining and summarizatisn
focused on product reviews [3,4]. When people write a mosigews,
they probably comment not only on movie elements (e.g., cpwgsion
effectcs, award, genre), but also on movie-related pe@pte, (director,
actor, writer, producer). Therefore, the commented festir movie re-
views are much richer and more challenging than other dorsatch as:
hotel, restaurant and product. Zhuang et al. [7] have donereepr work
on classifying and summarizing movie reviews by extractiigh fre-
guent opinion keywords. Feature-opinion pairs were idiewtiby using
a dependency grammar graph.

Binali et al. [8] present an overview about feature-basediop min-
ing. The following tasks are identified: the extraction ofeatts (entities
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mentioned in reviews e.g., movie); the extraction of objeatures (com-
ponents and attributes e.g., title); the detection of st about object
features (e.g., good title); the detection of sentimentualobjects (the
global sentiment expressed in relation to an entity e.ggmemended or
not recommended); the comparison of two entities (e.g.,ienAvand
movie B); the comparison of features of two entities (e.gtoes movie
A and actors movie B). In our study, we intend to extract obfeatures
and detect sentiment about object features.

Feature-based opinion mining that uses ontologies, in tigdigh lan-
guage are [6,9,5,10]. The literature shows that there dfereint lev-
els of knowledge representation: authors using complextstres [6, 9,
10]—even if they do not use all the knowledge available—anith@rs
using simple structures [5] for feature identification. Amamon point
is the use of IMDb data. Unfortunately, the ontologies cite{d, 5, 10]
are not available. The only ontology we found was the Movi¢dgy
(MOY).

In this paper, we conducted the adaptation of the algoritbfariRy
Recognizer in Portuguese (PIRPO) [11] applied to BraziRantuguese
movie reviews and using MO concepts (Figure 1). PIRPO receas
input a set of reviews which are pre-processed in order taeixtheir
sentences and detect which reviews are split into positieereegative
segments. The system output is a list of sentences withipothat re-
flects the polarity of the words characterising the concefitse ontology
in the reviews [11].

3 APPROACH

This approach is composed of two main steps: preprocessthgeaman-
tic orientation recogniser. These steps are describedail delow.

3.1 Preprocessing

The main objective of this step is to obtain the grammatieé¢gories.
For this task we used Portuguese TreeTaggiite TreeTagger is a tool
for annotating text with POS and lemma information. For eglamthe
sentence “Um dos melhores filmes que ja vi!” [‘One of the lmsvies

| have watched!”] andE simplesmente o PIOR filme que vi nos Gltimos

1 http://www.movieontology.org/
2 http://gramatica.usc.es/ gamallo/tagger.htm
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Fig. 1. PIRPO Information Architecture. Adapted from [11].

tempos.” [“It is simply the WORST movie | have watched lat§lpb-
tains the following lemmatized words accompanied by theangmatical
categories:

Um DET um dos PRP+DET de melhores ADJ melhor flmes NOM
filme que PR que ja \kunknown> vi V ver ! SENT!

E V <unknown> simplesmente ADV simplesmente o DET o PIOR
NOM pior filme NOM filme que PR que vi V ver nos P nos (ltimos V
<unknown> tempos NOM tempo . SENT .

3.2 Semantic Orientation Recogniser

In this step, external resource was used, such as: ontolmwepts and
opinion lexicons.

The main idea is to use the opinion words around each moviesgin
in a review sentence to determine the opinion orientatitih, the orien-
tation of an opinion on a feature indicates whether the opiis positive,
negative or neutral.

In our work, features are represented by concepts the MOtofaxy.
Firstly, concepts are identified and extracted of pre-pssed reviews.

For example:

Um DET um dos PRP+DET de melhores ADJ melfibnes NOM
filme que PR que ja \kunknown> vi V ver | SENT!
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After, we used opinion lexicons, i.e., adjectives or verbatained
in SentiLex and OpLexicon for polarity identification. Thejectives or
verbs around each movie feature identified are analysed.

For example, when we use the list of adjectives:

Um DET um dos PRP+DET dmelhores ADJ melhor filmes NOM
filme que PR que ja \kunknown> vi V ver | SENT!

We identified the adjective “melhores” [*best”] near the @dfilme”
[“movie”]. In SentiLex this adjective is neutral and in Optieon is pos-
itive.

For example, when we use the list of verbs:

Um DET um dos PRP+DET de melhores ADJ melfibnes NOM
filme que PR que ja \kunknown> vi V ver | SENT!

We identified the verb “ver” [*watch”] around “movie” [“film§. In
OpLexicon this verb is positive. SentiLex did not have thash/

Finally, the output, a tuple containing the feature and iyl@f ob-
jects, is stored in a database.

For example, tuple: (movie, positive).

4 TESTS

In this section, we evaluate the algorithm using the seroamientation
recogniser. We have conducted tests using the movie cotipaidyiO
concepts and Portuguese lexicons (SentiLaxd OpLexicof). These
resources are described below.

4.1 Movie Corpus

In order to build the movie corpus, initially we automatlgajot reviews
about 1.160 movies on the website Omeletr these tests, 150 reviews
were randomly selected. The corpus has only 8.999 words 4dden-
tences. After that, TreeTagger is used to generate pap@déch tags.

The manual annotation of the corpus was conducted by two peo-
ple. The agreement between annotators was measured thhmighppa
Statistics. The Kappa Statistics is the metric that evaleancordance
level in classification task. The value was moderate (Kapp&)Ofor
agreement about opinion mining and fair (Kappa 0.39) foreagrent

® http://xldb.fc.ul.pt/wiki/SentiLex-PT01
4 http://ontolp.inf.pucrs.br/Recursos/downloads-Ogter.php
5 http://omelete.uol.com.br/
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about feature identification (see Table 1). We believe thatnnotation
has an acceptable value for the problem proposed in thiy.dtudnan-

ual annotation the most frequent concepts warevie actor, peopleand

genre

Table 1. Kappa Statistics [12].

Interval Agreement

< 0.00 Poor
0.00t0 0.20 Slight
0.21t00.40 Fair
0.41t00.60 Moderate
0.61t00.80 Substantial
0.81 to 1.00 Almost Perfect

4.2 Movie Ontology

In this study, we used the concepts of MO. MO aims at providiog-
trolled vocabulary to describe semantically related cpisesuch as a
movie, genre, director, actor and individuals—for exampleEra do
Gelo 3" [“Ice Age 3"], “Animacao” [*Animation”], “Carlos Sandanha”
and “Marcio Garcia”, respectively. This ontology was désed in OWL
and is available in English. MO provides hierarchies of apis and a
set of instances. Only 11 out of 78 concepts (Table 2) wenatiitkd in
the movie corpus, such aaction actor, director, fun, genre kids love,
movie place person andthrilling.

Table 2. Movie Ontology Metrics.

Metrics Value

Number of Concepts 78
Number of Object Properties 38
Number of Data Properties 4
Number of Individuals 282
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4.3 Portuguese Lexicons

In the literature, many papers about opinion mining use iB&mtiNef
[13]. SentiWordNet 3.0 [14] is a fragment of WordNet 3.0 malhuan-
notated for positivity, negativity and neutrality. Eachnsgt has three nu-
meric values in the interval O to 1 for positive, negative ardtral. Both
[5] and [6] calculated the polarity of the features using tB&ardNet.
This resource has nearly 117.000 words in English.

There are languages in which this type of resource startbd tuuilt
recently, as is the case of Portuguese. SentiLex and Ophexkor-
tuguese opinion lexicons, appeared in 2010.

SentiLex 2.0 [15] has 7.014 lemmas and 82.347 inflected f¢ohs
nouns, verbs, adjectives and adverbs). SentiLex is usafalfinion min-
ing applications involving European Portuguese, in paldicfor detect-
ing and classifying sentiments and opinions. In tests wd 18833 Sen-
tiLex adjetives and 28.989 SentiLex verbs (Table 3).

OpLexicon [16] has nearly 30.322 words and was built based on
corpus, thesaurus and translated texts. Three differéntooplexicons
generated by each techniques are conjoined to create aldéxigen for
Brazilian Portuguese. In tests we used 23.433 OpLexicoetigds and
6.889 OpLexicon verbs (Table 3).

Table 3. Portuguese Lexicons.

Lexicon Number of Words
SentiLex Adjectives 16.833
SentiLex Verbs 28.989
OpLexicon Adjectives 23.433
OpLexicon Verbs 6.889

Even though SentiLex or OpLexicon are small and new, we used t
lexicon. Both have three numeric values: 1 (positive), dgative) and 0
(neutral).

4.4 Results

The results are presented in Table 4. In the table, lines Bagide the
results that uses OpLexicon adjectives and MO conceptsfitipe and

® http://sentiwordnet.isti.cnr.it/
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negative polarity recognition. The results indicate th&cgsion for neg-
ative polarity recognition is poor. Lines 3 and 9 show cqooexling re-
sults that uses SentiLex adjectives and MO concepts. Weeazathat the
f-measure is the best result. Lines 4 and 10 give the redultsuses
OpLexicon verbs and MO concepts for positive and negativariip

recognition. The results also indicate that precision fegative polar-
ity recognition is poor. Lines 5 and 11 show correspondirsylts that
uses SentiLex verbs and MO concepts. We can see that thesiinecia
the same as positive polarity recognition as negative jiplacognition.

In summary, the best results are obtained when using Seritjec-

tives, the f-measure of 73% for positive polarity recognitand 76% for
negative polarity recognition.

Table 4.Results for Feature-Based Opinion Mining.

Precision Recall F-Measure

Positive OpLexicon(ADJ) + MO(C) 1.0 0.45 0.62
SentiLex(ADJ) + MO(C) 0.87 0.63 0.73
OpLexicon(V) + MO(C) 1.0 0.40 0.57
SentiLex(V) + MO(C) 1.0 0.50 0.66

OpLexicon(ADJ and V) + MO(C) 1.0 0.43 0.61
SentiLex(ADJ and V) + MO(C) 0.90 0.57 0.70
Negative  OpLexicon(ADJ) + MO(C) 0.08 1.0 0.15

SentiLex(ADJ) + MO(C) 066 0.88 0.76
OpLexicon(V) + MO(C) 0.04 1.0 0.08
SentiLex(V) + MO(C) 050 1.0 0.66

OpLexicon(ADJ and V) + MO(C) 0.11 1.0 0.20
SentiLex(ADJ and V) + MO(C) 0.63  0.92 0.75

4.5 Error Analysis

In the following, we show a few examples to analyse some &lgcors.
Bold is used to denote feature objects and adjectives orsveolarity
indicates.

Example 1:

Sentence: “incrivel o filme, me emocionei em alguns mone mer-
feitos.” [*amazing film, moved in some moments, perfect.”]
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Annotated Sentence: (‘incrivel’, ‘ADJ"), (‘0’, ‘DET), ‘filme,m¢e,
‘NOM’), (‘emocionei’, V'), (‘em’, ‘PRP’), (‘alguns’, ‘P’), (‘momen-
tos,perfeito’, V'), (., ‘'SENT’)

Error: filme,me NOM

Expected: filme NOM

Here the word “filme” [“movie”] is grouped with comma and pram
“me” [“me”]. In fact, there are many writting error in movieviews. To
solve the problem, a heuristic should be build.

Example 2:

Sentence: “... esse filme apesar de ruin causou ..." [“s. tidvie
although bad cause ..."]

Annotated Sentence: ... (‘esse’, ‘DET)filme’, ‘NOM"), (‘apesar’,
‘L), (‘'de’, ‘PRP’), (‘ ruin’, ‘NOM"), (‘causou’, V') ...

Error: ruin NOM

Expected: ruim ADJ

The word “ruim” [“bad”] is misspelled. Maybe phonetic algitm or
spellchecker should be used to solve the problem.

Example 3:

Sentence: “Filme excelente, elenco competente, dirégddstica,
trilha sonora de Alberto Iglesias no minimo brilhante [‘Excellent
movie, competent cast, fantastic direction, trowel Albddlesias score
of at least brilliant ..."]

Annotated Sentence: Rilme’, ‘NOM’), (‘excelente’, ‘ADJ"), ('),
‘VIRG"), (‘ elencd, V'), (‘competente’,/ADJ), (', ‘VIRG’), (* dire¢ao,
V), (fantastica’, V'), ('), ‘VIRG’), (* trilha’, ‘NOM’), (‘ sonord,
‘ADJ), (‘de’, ‘PRP’), (‘Alberto’, ‘NOM’), (‘Iglesias’, * NOM’), (‘no’,
‘PRP+DET’), (‘minimo’, ‘'NOM’), (‘brilhante’, ‘ADJ’) ...

Error: (movie, positive)

Expected: (movie, positive), (cast, positive), (direntipositive), and
(soundtrack, positive)

This sentence has a (movie, positive), (cast, positiv@ggton, pos-
itive), and (soundtrack, positive) tuple but the algoritbnly detected a
(movie, positive) tuple for review.

5 CONCLUSION AND FUTURE WORKS

In summary, the application of the adaptation of the algamiproposed
in [11] in the movie domain presented good results. In futuoeks we
intend to use the complete ontologyofceptsproperties instancesand



156 LARISSA A. DE FREITAS AND RENATA VIEIRA

hierarchieg. Furthermore, we intend to redo these tests in other dasnain
such as: education, politics, and others.

Aiming at improving the results, the preprocessing stephintoe
broadened. We intend to use lemmatizer in preprocessingraperties,
instances and hierarchies of ontologies in identificateatdre.

Also, we intend to add lists of adverbs and list of nouns irapt}
identification. At last, we would apply a set of linguistides, such as
negatives and intensifiers which vary from language to laggJ17]. In
opinion mining, the negation is a more common linguistic stauction
that affects the polarity. It is not only transmitted by néégawords, but
also by lexical units, such as diminutives and connectifé® works
described in [17-19] were considered pioneers in the nagatiodel in
sentiment analysis.

Besides, we intend to study ways of solving problems suchaage
of different words (e.gfilmesandfilm&o) that refer to the same concept.
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Twitter Emotion Analysis
in Earthquake Situations

BAO-KHANH H. VO AND NIGEL COLLIER

National Institute of Informatics, Japan

ABSTRACT

Emotion keyword spotting approach can detect emotion well for
explicit emotional contents while it obviously cannot compare to
supervised learning approaches for detecting emotional contents
of particular events. In this paper, we target earthquake situations
in Japan as the particular events for emotion analysis because
the affected people often show their states and emotions towards
the situations via social networking sites. Additionally, tracking
crowd emotions in the Internet during the earthquakes can help
authorities to quickly decide appropriate assistance policies with-
out paying the cost as the traditional public surveys. Our three
main contributions in this paper are: a) the appropriate choice
of emotions; b) the novel proposal of two classification methods
for determining the earthquake related tweets and automatically
identifying the emotions in Twitter; c) tracking crowd emotions
during different earthquake situations, a completely new appli-
cation of emotion analysis research. Our main analysis results
show that Twitter users show their Fear and Anxiety right after
the earthquakes occurred while Calm and Unpleasantness are
not showed clearly during the small earthquakes but in the large
tremor.

KEYWORDS: Twitter, Social media, Emotion recognition, Senti-
ment analysis, Earthquake, Japan
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1 INTRODUCTION

Sentiment analysis and emotion analysis have been increasingly studied
in recent years thanks to the population of big text data. Although both
emotion analysis and sentiment analysis apply psychology and cogni-
tive science to computer science applications, emotion analysis mainly
targets the fine-grained emotions while sentiment analysis detects sim-
ple attitudes such as positive and negative [1]. According to Scherer’s
typology of affective states [2], emotion is a relatively brief episode of
synchronized response to the evaluation of an external or internal event
as being of major significance; attitude is relatively enduring, affectively
coloured beliefs, preferences, and predispositions towards objects or per-
sons. Hence, emotion analysis is more appropriate for particular events
rather than polarity sentiment analysis. Accordingly, our work addresses
emotion analysis in different earthquake events for tracking and compar-
ing the emotion variations during these events.

Tracking crowd responses, especially opinions and emotions towards
an earthquake could provide valuable situational awareness for not only
authorities to manage bad situations but also for psychological scientists
to understand human behaviors in such situations. When a natural disaster
like an earthquake occurs, the public agencies need the up-to-the-minute
the affected people’s responses to tailor emergency warnings, to aid the
victims, and to calm down the public anxiety. With the strong develop-
ment of social media, tracking emotions becomes easier, faster and more
reliable than using the traditional public surveys or polls [3]. The social
media service in our research is Twitter that allows users to send and read
instant text-based messages or “tweets”. This work analyzes Japanese
tweets in Tokyo for emotion tracking during earthquakes because of the
following reasons:

— Japan is the third in the world for total Twitter usage in 2012, and
Tokyo is one of the top three cities in terms of tweets.'

— Japan often encounters earthquakes. The Great East Japan Earth-
quake in 2011 affected millions of people in Japan including Tokyo.

— As Japanese does not contain white space between words like En-
glish, Twitter users can convey more information within 140 charac-
ters of a tweet in Japanese than English.

!'See http://techcrunch.com/2012/07/30/analyst-twitter-passed-500m-users-in-
june-2012-140m-of-them-in-us-jakarta-biggest-tweeting-city/
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We track emotions of the four earthquake dates by the Coordinated Uni-
versal Time (UTC): March 11th, April 7th, April 11th and July 10th,
2011 for the sake of comparison between earthquakes. To analyze emo-
tions during earthquake dates, the first important task is to identify tweets
related to the earthquake. These earthquake concerned tweets can be
recognized in the Twitter data by our proposed supervised classifica-
tion method. For emotion analysis task, we annotated the training data
to Calm, Unpleasantness, Sadness, Anxiety, Fear, and Relief emotion.
We use another supervised method for emotion recognition and then plot
the categorized emotions into the time interval of each earthquake. Vari-
ous features and machine learning models are used for both classification
methods for selecting the best features and models.

To the best of our knowledge, our work is the first research upon
emotion recognition and tracking for Twitter data in earthquake situations
whereas the earthquake related Twitter analysis works do not consider
the emotion aspects of users. Nevertheless, the choice of emotions and
the classification methods with appropriate features for Japanese social
media are the first contributions for Twitter emotion analysis applications.

2 RELATED WORK

Sentiment analysis and emotion analysis are the tasks of identifying the
attitude and emotion classes of the investigated document [1]. The word
“document” we use here has a general meaning as it can refer to a lin-
guistic unit including a single sentence, a paragraph, and a document of
many paragraphs. There are three main approaches used for emotion and
attitude identification:

— Textual keyword spotting approach: Using a set of emotion words
mostly adjectives and adverbs defined by specific lexical resources
like Google Profiles of Mood States [4], Linguistic Inquiry and Word
Count dictionaries [5] to select documents such as tweets and Face-
book statuses containing such keywords in distinct emotions. This
method is used widely for social media due to the large scale and the
noise of social network data because it can remove a fair amount of
irrelevant documents. While this approach is directly applicable for
English with no modification in adjectives and adverbs, it is difficult
to be applied for Japanese, an agglutinative language.

— Rule-based linguistic approach: Each sentence is processed in stages,
including symbolic cue, abbreviations, sentence parsing, and word /
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phrase / sentence-level analysis [6]. This rule-based approach often
has limitations due to the diversity of natural language, especially the
language in social media.

— Feature-based classification approach: This empirical approach has
been used from the first applications of sentiment analysis on movie
reviews to current sentiment and emotion analysis applications on
social media [7]. Alm et al. [8] consider determining emotion of a
linguistic unit is a multi-class classification problem. This supervised
learning approach generates a function that maps linguistic units to
the desired emotion by looking at the features derived from linguistic
unit-emotion examples of the function. The features can be n-grams,
bag of words, or Twitter features such as re-tweets, hashtags, replies,
punctuations, and emoticons [9].

There are a few works on sentiment analysis in crisis contexts similar
to earthquake events which are hurricanes [3], and gas explosion [10].
These works also use the feature-based classification method for English
sentiment analysis. Mandel et al. [3] experiment with features: two tok-
enizer alternatives, stop word removal, frequency pruning, worry lexicon,
humor lexicon, and emoticon; and classifiers: Maximum Entropy, Deci-
sion Tree, and Naive Bayes to choose the best features and model for
classifying tweets to Irene Hurricane concerned or unconcerned. Nagy
and Stamberger [10] combine the available English sentiment data com-
prising SentiWordNet, emoticons, AFNN for classification by Bayesian
Network.

Most of Japanese emotion analysis applications are for blogs [11]
and Japanese emotion-provoking sentences collected in the Web [12],
not Twitter data that is shorter and less information. These applications
restrict the data to explicit emotive sentences that contain emotive words,
not inferred emotive sentences. In another effort to analyze emotions au-
tomatically for Japanese, a Japanese WordNet Affect is being developed
[13], but it is not completed yet.

For Twitter analysis in earthquake situations, the available works only
concentrate on earthquake and rumor detection [14], not sentiment anal-
ysis in earthquake situations.

Due to the listed disadvantages and advantages of the related works
as well as our wish to handle inferred emotive tweets, the feature-based
classification method is feasible for our purpose of emotion analysis in
earthquake situations.
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3 METHODOLOGY

3.1 Emotion selection for earthquake situations

Plenty of English emotion analysis researches classify documents [1, 8]
to Ekman’s 6 basic emotions [15]: Surprise, Happiness, Anger, Fear, Dis-
gust, and Sadness. Meanwhile, some Japanese works [11] base on Naka-
mura’s Japanese emotion dictionary [16] with 10 emotion types: Excite-
ment, Shame, Joy, Fondness, Dislike, Sorrow, Anger, Surprise, Fear, and
Relief; and Tokuhisa et al. [12] use 10 emotion classes: Happiness, Pleas-
antness, Disappointment, Unpleasantness, Loneliness, Sadness, Anger,
Anxiety, Fear, and Relief from Teramura dictionary [17]. It is clear that
the emotions used by Tokuhisa et al. are more separate than Ekman’s
emotions. Besides, Nakamura’s emotions have Excitement, Joy, Fond-
ness are quite similar and along with Shame, they are not appropriate in
earthquake contexts. Therefore, we construct our emotions from 10 emo-
tions of Tokuhisa et al.

For the reason of emotion analysis in earthquake situations, we need
to adjust the 10 emotion classes to match such situations. We remove
Happiness and Pleasantness because we think Happiness and Pleasant-
ness are too positive to fit in negative situations like earthquakes. In or-
der to show positive emotion in such situations, Calm emotion may be
the most appropriate one. Anger, Disappointment, and Unpleasantness
can be grouped into Unpleasantness. Sadness can include Loneliness. To
sum up, we use 6 emotion classes for data annotation and classification:
Calm, Unpleasantness, Sadness, Anxiety, Fear, and Relief. This choice of
emotions is also verified in the data.

3.2 Earthquake related tweet identification and emotion analysis
methods

Before classifying emotions in the crisis situation, we need to perform the
task of selecting only the tweets related to the earthquake. We call these
tweets as Concerned tweets, the others are Unconcerned, and the task of
filtering Concerned tweets as earthquake related tweet identification. In
order to filter the Concerned tweets out of the Unconcerned ones, instead
of using the simple keyword spotting approach, we apply the feature-
based classification method because the word spotting approach can not
cover all the tweets related to the earthquake as the empirical method
does. For example, it is difficult to redefine the word list for tweets related
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to the food shortage, family’s safety, etc. For the purpose of emotion com-
parison after earthquakes, we select the tweets right after the earthquakes
on the earthquake dates. Similarly, we apply the feature-based classifica-
tion method for the emotion analysis task for the reasons mentioned in
Section 2.

The two tasks can share the same linguistic features: n-grams, bag-of-
words, stop-word removal, and emoticons. The purpose for using various
features is comparing applying them in classifiers to select the best fea-
ture and classifier for the two classification tasks.

FEATURES

Emoticons Japanese emoticons or better known as kaomoji are much
more complex than English emoticons, thus it is hard to fully detect
emoticons in Japanese text [11]. For serving our main purpose of classi-
fication, we detect emoticons in tweets by using complex regular expres-
sions instead of the techniques mentioned in [11]. The detected emoticons
are used for two kinds of testing features: a) they are removed from tweets
to become no-emoticon feature or b) they are grouped to 10 emotions of
Nakamura [16] thank to the available of CAO preliminary emoticon lists
mentioned in [11]; we call this feature as grouped-emoticon feature.

Bag of words Japanese words are not separated by space. Therefore, we
need to use a Japanese morphological processing tool to segment words.
However, because Twitter language is informal with many new words and
slangs, morphological processing tools can not correctly analyze mor-
phemes of tweets. To solve a part of this problem, we need to make a
normalization dictionary for convert the wrongly segmented words, out-
of-dictionary words to the correct words for adding unique words to the
bag. The bag-of-word feature has two options: removing or not remov-
ing stop words beside the options of including emotions of emoticons or
removing all emoticons.

N-grams Due to the bad performance probability of the Japanese mor-
phological analysis tool for Twitter data, we think we should use n-gram
features. We intend to try the uni-gram, bi-gram, and tri-gram features
separately as well as the combinations of uni-gram and bi-gram; uni-
gram, bi-gram and tri-gram. All of these n-gram features have the options
of including emotions of emoticons or removing emoticons.
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Stop-words We use the stop-word removal feature accompany with the
bag-of-word feature. For the reason that there is no official stop-word list
in Japanese, we need to find the most appropriate list for our purpose.

EARTHQUAKE CONCERNED/UNCONCERNED TWEET CLASSIFICATION
We use different features in Section 5.1 with Support Vector Machine
(SVM), Naive Bayes, Multinomial Naive Bayes (MNB), Decision Tree
(J48), and Maximum Entropy (MaxEnt) models for the purpose of com-
parison to select the best features and models.

EMOTION CLASSIFICATION For this multi-class classification task, we
use the Sequential Minimal Optimization (SMO) and Multinomial Naive
Bayes (MNB) models with features in Section 5.1 for classification.

4 DATA

4.1 Data collecting and pre-processing

We collected Twitter data for five months, starting from March 10th 2011
to July 31st 2011 using Twitter API> with the geolocation feature set
to track messages originating within Tokyo because Tokyo, the capital
city with biggest population and Twitter users of Japan, is near Tohoku
area where the 2011 Great East Japan Earthquake occurred which also
affected Tokyo residences. In order to select only useful informations for
emotion analysis, we need to pre-processed the tweets. From the original
tweets, we parsed them and changed their encoding to UTF-8. From this
parsed tweets, we selected only the tweets on the days of the big earth-
quakes or aftershocks according to http://en.wikipedia.org/
wiki/ List_of_foreshocks_ and_aftershocks_of_the_
2011_Tohoku_earthquake. We chose the 6 earthquakes and after-
shocks from this site which shown in Table 1. All of the tweets were daily
selected by UTC time.

As the result, the corpus consists of 4 files for 4 days of 6 earth-
quakes. This corpus has totally 110,715 tweets. For the purpose of pro-
cessing only Japanese tweets, we selected only Japanese tweets by a lan-
guage detection program. We then removed the spam tweets from these
Japanese tweets. The spam tweets in our research context are advertising

2 http://dev.twitter.com/
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Table 1. Significant earthquakes in Tohoku area from March to July, 2011

Japan Time  Magnitude Intensity (shindo)

2011-03-11 14:46 Mw 9.0 7
2011-03-11 15:15 Mw 7.9 upper 6
2011-03-11 15:25 Mw 7.7 4
2011-04-07 23:32 Mw 7.1 upper 6
2011-04-11 17:16 Mw 6.6 lower 6
2011-07-10 09:57 Mw 7.0 4

tweets, automatic tweets generated by applications, and location check-
in information because they do not show human’s emotions. Totally, the
number of the spam-filtered Japanese tweets is 70,725. Table 2 shows the
concrete spam-filtered Japanese tweet numbers of 4 days.

Table 2. Spam-filtered Japanese tweet numbers in 4 days

UTC Date Tweet number
2011-03-11 19,420
2011-04-07 15,893
2011-04-11 16,700
2011-07-10 18,712
Total tweets 70,725

4.2 Data annotation

A part of the spam-filtered-Japanese tweets was annotated with 6 emo-
tions and earthquake not-related tweets following our emotion definitions
and annotation guideline. The tweets annotated with 6 emotions are con-
sidered as Concerned tweets while earthquake not-related tweets are Un-
concerned tweets. The Concerned data includes messages directly convey
the emotions with obvious emotion words and messages with inferred
emotions. The tweets were annotated to 6 emotions by two annotators.
The annotator chose only one emotion class or Unconcerned class for a
tweet. The inter-annotator agreement was calculated using Fleiss’ Kappa
statistics [18]. The measured Kappa coefficients for Concerned and 6
emotions are 0.96 and 0.684, respectively. Only the tweets annotated with
the same class were examined as the training tweets.
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Table 3 shows the distribution of the annotated data in which the sum
of 6 emotion tweets equals the number of Concerned tweets and Uncon-
cerned tweets for the sake of balancing the training set.

Table 3. Distribution of annotated data

Unconcerned Concerned Calm Unpleasantness Sadness Anxiety Fear Relief
1905 1905 155 310 4 580 635 221

From observing the annotated data, we found that Sadness has only
4 tweets over 1905 tweets. There are two reasons of this low appear-
ance of Sadness tweets in the annotated data: a) The unbalanced selec-
tion of data; b) Not many people in Tokyo feel sad because they were not
effected severely by the earthquake and tsunami like the people of the
Tohoku area. Therefore, we remove Sadness from our training data set
for emotion classification. The training data now has 5 emotion classes:
Calm, Unpleasantness, Anxiety, Fear, and Relief. Accordingly, these 5
emotions are our targeted emotions for analysis.

5 EXPERIMENTS AND EVALUATION

5.1 Experiment settings

We implemented the proposed methods with following specifications:

FEATURES

Emoticons Although we do not use the emoticon detection methods men-
tioned in [11], we could identify emoticons effectively with our regular
expression for our data. As the Japanese emoticons often start with non-
word characters and different kinds of brackets, the beginning of regular
expression are the representation of non alphabetical and Japanese word
character with a set of brackets. The central part of emoticons are three
or more than three word characters. The ending parts of these emoticon
regular expressions are similar to their starting parts.

After detecting emoticons in tweets, we remove them for testing non-
emoticon feature or assign the emotions for these emoticons using the
two emoticon lists of CAO: the list of full characters of each emoticon
and the list of only three main characters of each emoticon. Firstly, we
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used the full character emoticon list for identifying emoticons that appear
in this list. If the emoticons did not appear in this list, we then used the
list of three main characters to replace the emoticons with special emotion
names.

Bag of words Mecab’, a Japanese dependency structure analyzer was
used for word segmentation. We did not change the segmented words to
the dictionary form. We only changed the wrongly segmented words to
the correct ones by using our manual normalization dictionary. We se-
lected the features with frequencies equal or greater than 5 for the exper-
imental purpose and reducing the numbers of features.

N-grams We applied frequency pruning for bi-gram, tri-gram, the combi-
nation of uni-gram and bi-gram, and the combination of unigram, bi-gram
and tri-gram. We selected the features with frequencies equal or greater
than 5.

CLASSIFIER MODELS We use Weka [19], the collection of machine
learning algorithms, for classification tasks. Options of all algorithms
were set as default values for 10-fold cross-validation classification.

5.2 Earthquake Concerned/Unconcerned tweet classification

Table 4 shows a part of the classification results in Precision - Recall -
F-measure order. List of models are in the left column while some fea-
tures are in the first row. The first listed feature is bi-gram with removing
emoticons out of tweets. The second feature is bi-gram with emoticons
grouped into 10 emotions. The third feature is the combination of uni-
gram, bi-gram and tri-gram with the emoticons grouped into 10 emoti-
cons. All of these features were selected based on their appearance fre-
quencies in the feature sets.

The best result (F-measure = 87.8) comes to the combination of uni-
gram, bi-gram, and tri-gram with Multinomial Naive Bayes model.

5.3 Emotion classification

The combination of uni-gram, bi-gram, and tri-gram with MNB model
again bring the best results. We classified 5 emotions with this feature

3 http://code.google.com/p/mecab
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Table 4. A part of earthquake Concerned/Unconcerned tweet classification results
(Precision - Recall - F-measure)

Models No emoticon  Grouped emoticons Grouped emoticons
- Bi -Bi - Uni-bi-tri
Naive Bayes 79.9-79.9-79.9 80.2-80.1-80.1 82.2-82.1-82.1
SVM 256-506-34 25.6-50.6-34 55.1-61.7-553
MaxEnt 69.6-69.4-69.3 67-66.7-66.7 55.1-61.7-553
J48 81.2-81.2-81.2 81.2-81.1-81.2 84.6-82.1-83.1
MNB 87.2-87.1-87 87.2-872-872 87.9-87.8-87.8

and obtained 64.7 and 62.2 F-measure for MNB and SMO, respectively.
However, Calm emotion is classified with 22.4 F-measure by MNB and
22.3 by SMO. This springs from the fuzzy characteristics of this emotion
class. This Calm class includes the tweets about the earthquake without
distinctive emotions towards earthquake problems.

5.4 Emotion analysis in earthquake dates

We used the MNB model of uni-gram, bi-gram, and tri-gram feature for
both classifying earthquake Concerned/Unconcerned tweet and emotions
of tweets in earthquake dates. Because of the purpose of tracking emo-
tions during earthquake situations, we only consider the emotions from
the time when each earthquake occurred until the end of that day by UTC
time. More clearly, we plot the time in Japan time from the period of each
earthquake until 9 AM of the next day because Japan time is GMT+9.
Emotions are tracked in 30 minute time unit. Figure. 1, figure. 2, and fig-
ure. 3 show the emotions plotted in March 11th, April 07th, April 11th,
and July 10th, 2012.

Table 5. Pearson correlation coefficient of Fear and Anxiety

Date Pearson coefficient

2011-03-11 0.85
2011-04-07 0.96
2011-04-11 0.96
2011-07-10 0.89

A clear notice of these earthquakes is that Fear emotion is always
dominant when earthquakes started and rapidly decreases to nearly cor-
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—#=anxiety =@=calm

fear =>¢=relief =®=unpleasantness

Fig. 1. Twitter emotions in March 11th, 2012

related with Anxiety emotion. Table 5 shows the Pearson correlation co-
efficient of Fear and Anxiety of 4 earthquake dates. The peaks of Fear and
Anxiety mostly associate with the real earthquakes. For example, earth-
quakes in March 11th, 2011 that showed in Table 1 and a small earth-
quake around 8 AM of April 12th, Japan time. The earthquakes with
higher intensity (March 11th, April 07th, and April 11th) result more
tweets than the earthquake with lower intensity (July 10th). Because of
the small amount of tweets in July 10th, the small peaks of Fear emotions
(around 13:00, 16:00, and 21:00) are not really correlated with the real
earthquakes. Therefore, we need to improve the Concerned tweet classi-
fication with other features such as the tweet amount in a specific time
scale.

Except for March 11th when all the emotions significantly variate,
other earthquakes show the low level of Calm, Relief, and Unpleasant-
ness emotion because March 11th earthquake was the biggest earthquake
brought various issues including the unpleasantness of transportations,
phone communications, and the relief of surviving from this big earth-
quake. March 11th earthquake also has the Anxiety emotion has higher
volumes than Fear emotion because of the intensity of this earthquake and
other worries for the Fukushima Power Plant and tsunami. Calm emotion
changes from lower than Anxiety and Fear from the earthquakes hap-
pened at nearly 15:00 to higher than these emotions at 18:00 that shows
Twitter users became calmer after the first three hours of Anxiety and
Fear.
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Fig. 2. Twitter emotions in April 07th (left) and April 11th (right), 2012

6 CONCLUSION

In this paper, we presented a novel application of Twitter sentiment anal-
ysis: tracking emotions in earthquakes for better managing the situations.
To accomplish this purpose, we are the pioneer to propose the appropri-
ate emotions for earthquake situations. We also propose the earthquake
Concerned/Unconcerned tweet classification and emotion tweet classifi-
cation which are completely different from the available works related to
earthquake. Simple n-gram features are the best choice for classifying the
agglutinative Japanese language and noisy Twitter language. Emotions in
the time interval of earthquake dates reveal the insights of Twitter users
during such hard time. Fear and Anxiety emotion always correlate with
the occurrences of big earthquakes. Calm emotion will dominant after
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Fig. 3. Twitter emotions in July 10th, 2012

the first hours of Fear and Anxiety because of the earthquakes. Although
Relief and Unpleasantness do not present the significant tweet amounts
in earthquakes, they are important for the management purposes.
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ABSTRACT

The faceted blog distillation task retrieves blogs (i.e. RSS feeds)
that are not only relevant to a query but also satisfy an interested
facet. The facets under consideration are opinionated vs. factual,
personal vs. official and in-depth vs. shallow. For the opinion-
ated/factual facets, we propose a classifier that uses syntactic
and semantic features to determine whether an opinion in blog
documents is relevant to a given query. For the personal/official
facets, we propose three classifiers that are learned based on dif-
ferent assumptions to categorize a blog document into either the
personal or the official class. For the in-depth/shallow facets, we
propose to calculate the depth of the coverage of a blog docu-
ment on a given query by the occurrences of the concepts related
to the query. Dependencies among different facets are also dis-
cussed. Experimental results on TREC Blogs06 and Blogs08 col-
lections show that our techniques are not only effective in finding
faceted blogs but also significantly outperform the best known re-
sults over both collections.

1 INTRODUCTION

Faceted blog distillation task is simply defined as: “find me a quality
blog with a principal, recurring interest in X’ [1]. Three pairs of quality
aspects (called facets) of blogs are defined: 1)Opinionated vs. Factual:
Some blogs convey opinionated comments on the topics of interest while
others report factual information; 2)Personal vs. Official: Some blogs are
written by individuals to depict their personal experiences while others
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are written by companies to deliver their commercial influences; 3) In-
depth vs. Shallow: Some blogs express in-depth thoughts and analysis
on the reported issues while others simply provide quick bites on these
topics without analyzing the implications of the provided information.

In this paper our aim is to achieve high retrieval effectiveness for
faceted blogs, such as opinionated blogs. A blog (i.e. a RSS feed) consists
of a set of blog documents (or called blog posts). We use the term docu-
ment to represent a blog document (post) and the term feed to represent
a blog. Faceted blog distillation can be seen as a two-phase task. Given
a query Q and one of three pairs of facets mentioned above, 1) feeds (or
documents) are ranked by only addressing their topical relevance to Q;
2) the feeds (or documents) from Phrase 1 as the baseline are re-ranked
based on the pair of facets. Since TREC provided three baselines (i.e. the
ranking of feeds in Phase 1), we only present the facet-finding techniques.
There are three challenges discussed below for faceted blog distillation.

The retrieval of the opinionated blog documents is exactly the opinion
retrieval problem [2]. It aims at retrieving the documents that convey the
opinions relevant to a query. Since a blog document may contain opinions
about multiple topics, the first challenge is how to capture opinions in a
document that are related to the query. The state-of-the-art techniques are
proximity-based [3, 4, 5, 6, 7]. If an opinion is close to the terms of a
query within an blog document, it is likely to be relevant to the query.
But the proximity-based determination is not sufficiently accurate, so we
propose to use both the syntax and the semantics of a sentence to deter-
mine the opinion relevance. In addition, the query-referencing pronouns
are identified by co-reference resolution and the key concepts (to be de-
fined in Section 3) related to the query are extracted from knowledge
bases. In this way, opinions not directly applicable to a query but applica-
ble to those query-referencing pronouns or the key related concepts can
be determined to be relevant to the query. Determining whether a blog
document delivers the personal experiences or official information with
commercial interests is the second challenge. To address this challenge,
we study a research issue: should the personal or official facet of a blog
document be independent of the query i.e. should a blog document be
considered as a personal or official one irrespective of the query? This
issue which has not been examined by other researchers has a direct im-
pact on effectiveness. Moreover, we observe that people often express
some opinions when describing their personal experiences. Thus we pro-
pose to examine whether the personal or official facet of a blog document
is dependent on its opinionated or factual facet. The third challenge is
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how to identify the in-depth or shallow blog documents. In-depth docu-
ments should provide in-depth thoughts and analysis about the queries.
Since “thoughts” may be expressed as “opinions” and “analysis” means
the depth of the coverage of blog documents, we explore these two char-
acteristics in our solution.

This paper has the following contributions. (1) We propose a classifier
to determine whether the opinions in blog documents are relevant to a
given query. (2) We propose a set of classifiers to classify blog documents
into personal or official classes. (3) We propose an approach to measure
the in-depth or shallow facet of documents. Experiments show that the
proposed techniques are effective.

2  RELATED WORK

Besides the opinion retrieval studies, there is extensive research on opin-
ion mining. Most opinion mining studies ignore the determination of the
relevance of opinion and assume the opinions in their corpora (mainly
product reviews) are always related to the object (product). They focus
on how to relate an opinion to the different aspects of the object or to the
opinion holder (who expresses the opinions). Instead of the opinion rele-
vance to the opinion holder [8, 9, 10], our work studies the relevance of an
opinion toward the object (mentioned in the query). The aspects in opin-
ion mining roughly correspond to the key-related concepts in our work.
The key differences between their works [11, 12, 13, 14, 15, 16, 17] and
our work are: 1) the objects in their works are mainly products in reviews,
while the objects mentioned in TREC queries come from diversified do-
mains. Their techniques of mining the aspects of products are applied to
product reviews and may not be applicable to the key related concepts
of TREC queries over blog corpora. Therefore, we develop techniques to
extract the key related concepts of query concepts from knowledge bases.
2) The utilization of key related concepts aims at recognizing the relevant
opinions. Some relevant opinions in blog documents are not directed to-
ward the objects (mentioned in the queries) but applicable to those key
related concepts.

For finding the personal or official documents, some studies [18, 19,
20, 21] simply assume that the personal or official documents are the
opinionated or factual documents respectively. Other studies calculate the
personal or official facet scores based on dictionaries [22], heuristics [23,
24] and classifiers [25, 26]. No previous work studied our first research
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issue: whether a document being personal or official is independent of the
query.

To identify in-depth or shallow documents, the cross entropy between
a blog document d and the whole collection is calculated as the in-depth
score of d [20, 21]. Various heuristics [23, 22, 24] are proposed to mea-
sure the in-depth and shallow facets of documents. For example, an in-
depth document is likely to be longer in terms of the number of terms
than a shallow document. We propose to measure the depth of the cover-
age of a document d on a query topic by the occurrences of concepts in d
which are closely related to the query.

3 OPINIONATED VS. FACTUAL

In this section, we introduce how to measure the extents of blog docu-
ments being opinionated and factual. Given a query @ and a blog doc-
ument d, we first utilize an classifier [7] to classify the sentences in d
into opinionated or factual ones. This classifier assigns each sentence an
opinion or a factual score. Then, we determine whether the opinionated
or factual sentences are relevant to (). Finally, we calculate the opinion-
ated (or factual) facet score of d is the sum of the opinion (or factual)
scores of the relevant opinionated (or factual) sentences.

The key is how to recognize the opinionated/factual sentences rele-
vant to (). For each opinionated sentence s, we decide s is relevant to @
if the following two conditions are satisfied. The first condition is that s
and @ co-occur within a window of five sentences consisting of s, two
proceeding ones and two succeeding ones [7]. But this proximity-based
condition alone is not sufficient to accurately determine the relevance of
s to @. Therefore, we stipulate a second condition to further determine
whether s is indeed relevant to (). Specifically, we first identify the occur-
rences of @ in s, then resolve the query-referencing pronouns in s and fi-
nally identify the hypernyms of @) or the key related concepts of @ in s, if
present. We denote the occurrences of (), the query-referencing pronouns
and the hypernyms and the key related concepts of () as target terms. We
also identify the opinion terms in s by two opinion lexicons [27, 28]. The
second condition is whether s has an opinion term related to one of the
target terms. If s contains no target terms, the opinion in s is irrelevant to
@, in spite of its close proximity to ). The hypernyms of () and the key-
related concepts of () are essential as illustrated. For example, given @) =
“Brokeback Mountain”, the opinion terms that are related to a hypernym
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Table 1. A Sample of Syntactic (italics) and Semantic (bold) Features.

Feature Name |Feature Description (O = Opinion Term, T = a Target Term)

TSub Valued TRUE when T is the subject (Sub) of the opinionated sentence;

OPred Valued TRUE when O is the predicate (Pred) of the opinionated sentence;

Valued TRUE when O modifies a noun N; T and N satisfy the following
OModNNT o . ) . .
condition: T is a non-person concept but N is the hyponym of person or vice versa;

SpecialPhrase| Valued TRUE when O forms some special phrases without opinions, such as “as well as”;

of ), “movie” or a key related concept of (), “Health Ledger” can rep-
resent the relevant opinions to ). Factual sentences do not have “factual
terms” to signify their factualness as there is no “factual lexicon”. So we
determine a factual sentence s to be relevant to (), if s and () co-occur
within a window of five sentences.

Query-Referencing Pronouns, Hypernyms and Key Related Concepts.
To determine whether an opinionated sentence s is relevant to a query @,
at least one opinion term in s is related with ). Some opinion terms that
are not directly related with @) but related with the pronouns referenc-
ing @) can convey the opinions relevant to (). Specifically, Illinois Co-
reference toolkit [29] is used on the paragraph containing s to resolve the
pronouns referencing (. Besides the pronouns, the opinion terms related
with the hypernyms or the key related concepts of queries are relevant to
the queries. Specifically, key concepts are related to Q by the “part-of”
and “equivalence” relationships. There are other possible relationships,
such as the “associative” relationship between two concepts. However,
in our opinion, they are unsuitable for determining the opinion relevance
toward the query. We use three knowledge bases: YAGO [30], DBPedia’
and Freebase*, to extract the hypernyms and the key related concepts of
queries. The hypernyms of a query @ can be automatically identified by
their associations with ) by the relationships ‘IsA” in YAGO, “type” in
DBPedia or “category” in Freebase. But the key related concepts cannot
be directly extracted from the knowledge bases, because relationships in
these knowledge bases are defined in free-text and determining which
free-text relationships correspond to the “part-of” and the “equivalence”
relationships is difficult. We manually examine the free-text relationships
in these knowledge bases to determine whether they can simulate ei-
ther the “part-of” or the “equivalence” relationship. For example, given
a relationship, “starring”, two concepts, “Leonardo DiCaprio” and “Ti-
tanic” are associated by “starring” in the knowledge bases. “Leonardo

3 http://wiki.dbpedia.org/Ontology
* http://www.freebase.com/
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DiCaprio” can be considered as a part of movie “Titanic”, so “starring” is
determined to be qualified for simulating the “part-of” relationship. Fol-
lowing the selection criteria above, a list of 313 relationships (10 from
YAGO, 104 from DBPedia and 199 from Freebase) is established. Note
that the manual examination of relationships is carried out only once be-
fore the query processing. No query is involved in the examination. Given
such a list of relationships, the key-related concepts of any query can be
retrieved from these knowledge bases automatically.

Syntactic and Semantic Features. Given an opinionated sentence s,
after all the target terms are identified, if present, we determine whether
an opinion term O is related to one of the target terms 7" in terms of s’s
syntax and semantics. We treat the relevance of O to 1" within s as a
classification problem. We propose a set of features based on syntax and
semantics. Table 1 presents a sample of the proposed features and those
features described below are excluded. The syntax of a sentence can be
expressed by typed dependencies and a parse tree, both of which are ob-
tained by Stanford parser [31]. We propose typed dependency (TD) fea-
tures and (parse) tree node (TN) features. Typed Dependency: given the
TDs of an opinionated sentence, an undirected TD graph is built where
the vertices are the terms and the edges are TDs between terms. A TD
path between term A and term B is a sequence of TDs between vertex A
and vertex B. Given the shortest TD path SP between the opinion term
and a target term, for each TD ¢, in S P, we prefix t4’s name with SP’s
length and suffix ¢,4’s name with its sequential position in SP. It is a TD
feature. Tree Node: given a parse tree of an opinionated sentence, we ig-
nore the directions of tree edges. We then find the shortest path S'P from
a leaf node A representing an opinionated term to a leaf node B repre-
senting a target term. We represent S P by a sequence of intermediate tree
nodes by excluding A and B. For each tree node ¢,, in S P, we prefix t,,’s
name with SP’s length and suffix ¢,,’s name with its sequential position
in SP.Itis a TN feature. A short distance between an opinion term and a
target term in a TD graph or in a parse tree indicates relevance of opinion.

Moreover, the Boolean features in Table 1 can indicate the relevance
of the opinion terms to the target terms within an opinionated sentence.
For example, a syntactic feature named OTDIiffC is valued true when an
opinion term and the target terms occur in different clauses, which in-
dicates that they are unlikely to be related. We propose some semantic
features too. For example, a semantic feature named Comparison is val-
ued true when the opinionated sentence is a comparative or superlative
one. The intuition is that an opinion in such a sentence is always directed



FACET-DRIVEN BLOG FEED RETRIEVAL 181

toward all entities involving the comparison and thus the opinion term is
likely to be related to the target terms.

We sample 1108 training examples from TREC Blogs06 collection
w.r.t. 50 TREC 2006 queries. Each example is a triple consisting of an
opinion term, a query and an opinionated sentence containing them. The
opinion term is manually labeled to be either relevant or irrelevant to the
query. The query-referencing pronouns, hypernyms and key related con-
cepts if present are identified. An opinion relevance classifier is trained
by using the training data and the features.

4 PERSONAL VS. OFFICIAL

In this section, we present three classifiers. Each of them classifies the
blog documents into either the personal or the official class. These clas-
sifiers examines the following two research issues. First, is the class of
a document (personal vs. official) independent of the query i.e. should a
document be considered as personal or official irrespective of the query?
Second, is the class of a document dependent on whether the document
is opinionated or factual? To build classifiers, a set of features and the
training data are essential. TREC relevance judgements are used as the
training data but they only provide facet judgments on feeds, instead of
documents. Table 2 shows a sample of proposed features. The proposed
features can be generally categorized into query independent ones (QID
and QIF groups) and query dependent ones (QDD and QDF groups). The
answers to these two issues influence the feature selection and the usage
of the training data. Our proposed features can be partitioned into two
classes: query-independent and query-dependent. Each class can be fur-
ther partitioned into two subclasses: document level or feed level. These
4 subclasses are sketched below.

1) Query Independent Document Level Features (QID). A document
can show some clues of its personal or official facet. For example, peo-
ple are more interested in commenting the personal documents than the
official ones. Thus the number of comments in a document is a good in-
dicator of its personal or official facet. The more comments a document
has, the more likely it is personal. In TREC Blogs08 collection, the av-
erage number of comments per document in personal feeds is 4.9 while
that of official feeds is 1.1. We propose 22 QID features.

2) Query Dependent Document Level Features (QDD). An example
feature is the number of sentences that are classified to be opinionated
relevant ones to a given query. We propose 8 QDD features.
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Table 2. A Sample of Features for Personal or Official Classification.

Group| ID |Feature Description (d = document, f = the feed containing d) #
QID | D [No. of images in d; 1
QID | D2 [No. of sentences in d classified to be opinionated and the sum of their opinion scores; |2
QDD | D3 [No. of query terms in the title of d; 1
QDD | D4 |Similar to D2, except the classified opinionated and relevant sentences to a given 2

query are utilized;
QIF | F'; | The mean and the standard deviation of the feature D1 of documents in f 2
QDF | F> | The mean and the standard deviation of the feature D3 of documents in f; 2

3) Query Independent Feed Level Features (QIF). An example fea-
ture is the percentage of documents in a feed that have no first person
pronouns. A higher percentage more likely indicates an official feed. We
propose 51 QIF features.

4) Query Dependent Feed Level Features (QDF). An example feature
is the percentage of documents in a feed whose titles contain at least one
query term. We propose 3 QDF features

Three personal/official (PS/OF) classifiers are built based on different
assumptions about those two research issues. Accordingly, three PS/OF
modules are constructed. Each module uses a classifier and ranks the doc-
uments as below.

1) Query Independent with Opinionated and Factual Features
(QIOPFT): By assuming that a document being personal or official is
independent of queries but depends on its opinionated or factual facet,
the first classifier QIOPFT is built as follows. Given a labeled feed f, all
documents in f are used as the training data and they are assigned the
same facet label as that of f. All query-independent features (QID and
QIF groups) are utilized. After QIOPFT is learned over the training data
by those features, a module using QIOPFT is established. In this mod-
ule, a document d is first classified into either the personal or the official
class. Then d is assigned by QIOPFT a classification score P.S(d) (or
OF(d)), if it is classified into the personal (or official) class. Let Fop(d)
and Fpr(d) be the opinionated and factual facet scores of d respectively.
Since we assume that the class of a document depends on its being opin-
ionated or factual, the module using QIOPFT assigns the personal facet
score, Fipg(d), and the official facet score, For(d) of the document d as
follows. Here, \ is empirically learned:

Fps(d) = AFop(d) + (1 = A)PS(d), ey
For(d) = AFpr(d) + (1 — N)OF(d).
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2) Query Dependent with Opinionated and Factual Features (QDOPFT).
By assuming that a document being personal or official is not only de-
pendent on queries but also dependent on its opinionated or factual facet,
the second classifier QDOPFT is built as follow. Given a labeled feed
f, only the subset of documents that contains at least a query concept
is considered to inherit the label of f. These query-dependent documents
are utilized as the training data. QDOPFT is trained over this subset of
training data but involves all features including both query-independent
and query-dependent features (QID, QIF, QDD and QDF groups). Due to
the assumption that the class of a document d depends on its being opin-
ionated or factual, the module using QDOPFT assigns d a facet score by
Equation (1) too.

3) Query Independent without Opinionated and Factual Features (QI-
WOOPﬁT). To train the third classifier QIwoOPFT, we make the assump-
tion that a document being personal or official is independent of not only
the query but also its opinionated or factual facet. QIwoOPFT is con-
structed using the same training data as the first classifier. However, the
features used by OIwoOPFT are those query independent features (QID
and QIF groups) with the exclusion of those features which are calculated
based on the opinionated or factual sentences of documents, such as D,
in Table 2. After QIwoOPFT is constructed, a document d is first cate-
gorized into the personal or the official class and is then assigned a clas-
sification score by QIwoOPFT accordingly. Due to the independent as-
sumption between the personal/official facets and the opinionated/factual
facets, we just use the classification score of d as its corresponding facet
score.

We build QIOPFT and QDOPFT by the different assumptions about
whether the class (personal or official) of documents is independent of
queries, so we can answer the first issue by comparing their effective-
ness. Experimental results in Section 7 show that QIOPFT yields better
effectiveness than QDOPFT and we conclude that the class of documents
is independent of queries. Acknowledging such a conclusion, we build
QIOPFT and QIwoOPFT by the different assumptions about whether the
class of documents depends on its opinionated or factual facet. We can
answer the second research issue by comparing their effectiveness.

5 IN-DEPTH VS. SHALLOW

In this section, we present our techniques for in-depth and shallow facets.
Intuitively, an in-depth analysis about a query Q should not only contain
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0, but also contain the related concepts of Q. So we propose an approach
that identifies the related concepts of Q. The method is described in two
steps: 1) Given the Wikipedia entry of each concept of @), collect the
anchor texts and the noun phrases in the subtitles as the candidates of the
related concepts. 2) Calculate the association between a candidate e and
O by Pointwise Mutual Information [32]; P(e, Q) is the co-occurrence
probability of e and Q. P(e) (or P(Q)) is the occurrence probability of e
(or Q). They are estimated by Google.

@)

PMI(e,Q)—10g< P(e, Q) >

Pe)P(Q)

We propose two methods to measure the in-depth (or shallow) facet score
of adocument d, Frp(d)(or Esy (d)). The first method computes F7p(d)
or Fgy (d) without considering whether d is opinionated or factual. It
assumes that d is a in-depth document if it provides deep analysis; oth-
erwise, d is a shallow document. Let RC(Q) be the top k (k = 30 in
this paper) related concepts of Q and C NT (e, d) be the count of e in d.
Frp(d) and Fsy (d) are calculated as below.

Fip =Dep(d)= Y CNT(e,d)- PMI(e,Q), 3)
e€cRC(Q)
Fsw(d) =1 — Dep(d).

The second method assumes that an in-depth document is likely to be
opinionated and provides deep analysis; a shallow document is likely to
be factual and provides no deep analysis. Let Fop(d) and Fpp(d) be the
opinionated and factual facet scores of d. After Dep(d) score is normal-
ized between O and 1, Fyp(d) and Fsyy (d) can be alternatively calculated
as below. \ is empirically learned.

Fip(d) = AFop(d) + (1 — A)Dep(d), &)
Fsw(d) = AFpr(d) + (1 = A)(1 — Dep(d)).

6 AGGREGATION MODULE

In this section, we propose an aggregation method to calculate the facet
score of each feed by the facet scores of its documents. Let Q be a query
topic and D¢ be the set of documents retrieved by a topical retrieval
system w.r.t. Q; given a feed f, D is the set of the documents in f; I R(d)
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and Fy(d) are the ad-hoc score of a document d from the topical retrieval
system and the facet score of d for the facet ¢ respectively. ¢ is one of six
facets discussed. In this paper we use TREC baselines to obtain I R(d)
and Dg,. For any feed f, its ad-hoc score, I R( f) and its facet score, F;(f),
are calculated as below:

_ [DenDy|
IR(f) = =5, ) > IR(d), ©)
GDQﬂDf
_ DN Dy|
Fy(f) = T Z Fy(d)
dEDQﬂDf

An aggregated score AS;(f) is computed as below. All feeds are ranked
in descending order of their aggregated scores. Here, « is empirically
learned:

ASi(f) = alR(f) + (1 — a)Fy(f) (6)

7 EXPERIMENTS

Experimental Setup. Since opinion retrieval plays a central role in faceted
blog distillation, we first evaluate our opinion-finding techniques using
100 TREC 2007-2008 queries over five TREC baselines (of documents)
from TREC Blogs06 collection. The performance metrics are Mean Av-
erage Precision (MAP), R-Precision (R-Prec), binary Preference (bPref)
and Precision at top 10 documents (P@10). MAP is the most important
metric. Another set of experiments is designed to evaluate the proposed
facet-finding techniques using 70 TREC 2009-2010 queries over three
TREC baselines (of feeds) from TREC Blogs08 collection. These 70
queries consist of 20 queries with opinionated/factual facets, 18 queries
with personal/official facets and 32 queries with in-depth/shallow facets.
TREC Blogs08 collection is the only official blog collection for faceted
blog distillation. MAP as the most important metric in TREC 2009-2010
is used here.

Opinion Retrieval Evaluation. Our opinion-finding technique is char-
acterized by three sub-techniques: 1) the syntax and semantics features,
2) the hypernyms and the key related concepts from knowledge bases and
3) co-reference resolution for identifying query-referencing pronouns.
We evaluate their impacts individually as follows.

We first use the opinion retrieval system [7] as baseline. It determines
the opinion relevance to a query only based on the proximity condition
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of five sentences. Denote it by System I. Then, we configure a second
system (denoted by System II) that in addition to the proximity condi-
tion, employs the proposed classifier to further determine the relevance
of opinionated sentences. It uses the syntactic and semantic features but
the hypernyms and the key related concepts of the query concepts and the
query-referencing pronouns are not identified. The target terms are only
the query concepts. The third system (denoted by System III) uses not
only the classifier but also the hypernyms and the key related concepts as
target terms. Co-reference resolution is not used. The fourth system em-
ploys all three sub-techniques and performs co-reference resolution by
Illinois Co-reference toolkit [29]. Denote it by System IV.

All systems are given the same ad-hoc baseline obtained by the topi-
cal retrieval system [33] as input and re-rank the documents by addressing
the opinionated facet. Since 50 TREC 2006 queries are used for training
the opinion relevance classifier, all systems are evaluated by 100 TREC
2007-2008 queries. Table 3 shows their performance. System II achieves
statistically significant improvements over System I in all measures. It
indicates the classifier that is based on syntax and semantics is effective
in determining the opinion relevance, even though only query concepts
are used as target terms. The utilization of the hypernyms and the key re-
lated concepts in System III contributes to consistent improvements over
System II in all measures. Specially, the improvements in MAP and bPref
are statistically significant. These improvements indicate that the utility
of the hypernyms and the key related concepts are beneficial for determin-
ing the opinion relevance. In comparing System IV with System III, the
resolution of pronouns contributes to the marginal improvements in all
measures. We employed a different co-reference resolution toolkit Open-
Calais® without observing significant performance difference.

Overall, System IV achieves statistically significant improvements
over System I in all measures. It indicates the proposed techniques to-
gether are very effective. In addition, we compare System VI with the
state-of-the-art opinion retrieval method called laplacelnt [3]. It deter-
mines the relevance of opinions to queries by their proximities, achieving
the best performance over five TREC baselines from TREC Blogs06 col-
lection by using 50 TREC 2008 queries. We evaluate System IV over
those five baselines by the same set of queries and compare its perfor-
mance with that of laplacelnt. Table 4 shows that System IV consistently
and significantly outperforms laplacelnt over these five baselines in MAP,

> http://www.opencalais.com
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Table 3. Comparison of System K with System K-1 (K =2, 3, 4); A denotes
statistically significant improvements over System K-1 by System K at p < 0.05;
A denotes statistically significant improvements over System I by System IV at p
< 0.05.

[MAP [R-Prec [bPref [P@10 |

System I |0.4304 ]0.4497 |0.4790 |0.6560
System II |0.4771%[0.4875%(0.5091* |0.7060*
System I110.4835% |0.4900 [0.5188%[0.7100
System 1V|0.4843% 0.4904* 0.51924 |0.7120*

R-Prec and bPref. For P@ 10, System IV outperforms laplacelnt by 5.0%
averagely.

Faceted Blog Distillation Evaluation. We now evaluate all proposed
faceted-finding techniques over the three TREC baselines from TREC
Blogs08 collection. In addition, we compare the performance of our tech-
niques with the best performance in TREC 2010 [34]. They are the “hit-
Feeds” runs [26] and the “LexMIRuns” runs [20]. Note that the param-
eters A\ and « (from Equations (1), (4) and (6)) are learned as follows.
We try all possible values for A\ and « from 0.1 to 1.0 with interval of
0.1 respectively. The values of A\ and « that perform best for TREC 2009
queries are used to evaluate TREC 2010 queries and vice versa. More-
over, the opinion relevance classifier used in this set of experiments is
trained by using TREC 2006 queries while tested by 70 TREC 2009-2010
queries.

Opinionated and Factual Effectiveness. Tables 5 and 6 show the eval-
uation of our opinionated (OP) and factual (FT) blog distillation method
(denoted by OPFT) over three baselines by using 20 TREC queries with
OP and FT facets. OPFT consistently achieves significant improvements
in both facet performance over all three baselines. We also compare OPFT
with the state-of-the-art methods.

Tables 5 and 6 show that OPFT consistently and significantly outper-
forms the best performance in both facet performance. Xu et al. [35] only
studied opinionated blog distillation by using those 20 TREC queries over
the same baselines. Our performance outperforms theirs by 4.0% in mean
MAP score. We show the average improvement without showing their re-
sults due to space limit.

Personal and Official Effectiveness. We evaluate three proposed per-
sonal (PS) and official (OF) blog distillation methods by 18 TREC queries
with PS and OF facets over the three baselines. The three methods use
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Table 4. Comparison of System IV with laplacelnt; A denotes statistically signif-
icant improvements over baselines by System IV at p < 0.05.

[MAP  [R-Prec [bPref [P@10 |

baselinel [0.3239 |0.3682 [0.3514 |0.5800
laplaceInt [0.4020 |0.4412 [0.4326 |0.6920
System 1V|0.4294* 0.4610* |0.4631* |0.7260*
baseline2 [0.2639 (0.3145 [0.2902 |0.5500
laplacelnt |0.2886 |0.3411 |0.3166 |0.5860
System 1V|0.3526* |0.4108* |0.3862* |0.6400*
baseline3 [0.3564 |0.3887 [0.3677 |0.5540
laplacelnt [0.4043 |0.4389 [0.4247 |0.6660
System 1V|0.4192* |0.4447* |0.4374* |0.6660*
baseline4 [0.3822 |0.4284 [0.4112 |0.6160
laplacelnt [0.4292 |0.4578 [0.4485 |0.7140
System 1V|0.4540* |0.4836* |0.4811* |0.7040*
baseline5 [0.2988 |0.3524 [0.3395 |0.5300
laplacelnt [0.3223 |0.3785 |0.3715 [0.6120
System 1V|0.3535% |0.4015* |0.3944* |0.6860*

three proposed PS/OF classifiers and are named as QDOPFT, QIwoOPFT
and QIOPFT respectively. Note that TREC 2009 query topics are tested
over the PS/OF classifiers that are trained over the relevance judgments
of TREC 2010 query topics and vice versa. The comparison between
QDOPFT and QIOPFT can answer our first research issue: “Is a docu-
ment being personal or official independent of the query?” Tables 5 and
6 show that QIOPFT outperforms QDOPFT in terms of the mean MAP
score of PS and OF performance over the three baselines. So we believe
that a document being personal or official is independent of the query.
To address the second research issue: “Is a document being personal or
official dependent on whether it is opinionated or factual?”, we conduct
the comparison between QIwoOPFT and QIOPFT.

Tables 5 and 6 show that the QIOPFT consistently outperforms the
QIwoOPFT over three baselines in terms of PS and OF facet perfor-
mance. So we conclude that a document being personal or official is
dependent on its opinionated or factual nature. Since a document being
personal or official is independent of the query, a possible concern is that
there may be feeds that are judged to be personal (or official) for some
TREC 2009 queries and they have the same judgments for some TREC
2010 queries. This may cause our classifiers to be overfitting, because the
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Table 5. Performance of faceted blog distillation modules, part 1. A (¥) and A

(V) denote statistically significant improvements (deteriorations) at p < 0.05 and

p <0.1.
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PS/OF classifiers are trained over the facet-judged feeds for TREC 2010

queries and then tested by TREC 2009 queries and vice versa. However,

after examining the facet-judged feeds of 18 TREC PS/OF queries, the
set of 181 facet-judged feeds for 8 TREC 2009 PS/OF queries and the set

of 205 facet-judged feeds for 10 TREC 2010 PS/OF queries are disjoint.
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Table 6. Performance of faceted blog distillation modules, part 2. A (¥) and A

(V) denote statistically significant improvements (deteriorations) at p < 0.05 and

p <O0.1.
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QIOPFT is the most effective and robust one among all three methods. So

we compare its performance with the best known performance. QIOPFT

significantly outperforms the “hitFeeds” runs and the “LexMIRuns” runs

in both faceted performance. Gerani et al. [18] only studied personal blog

their results by 18.1% in MAP. We show the average improvement with-

distillation. We perform experiments using their queries and outperform
out showing their results due to space limit.
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In-depth and Shallow Effectiveness. We evaluate our in-depth (ID)
or shallow (SW) methods by using 32 TREC queries with ID and SW
facets. We first configure a method where the facet scores are calculated
by Equation (2). The depth of documents are measured by the extent
of the occurrences of related concepts to queries. Let IDSW denote this
method. We then configure another method where the facet scores are
calculated by Equation (4). It considers the depth or shallowness of a
document not only by the related concepts but also by the OP or FT
facet scores. Let IDSWOPFT denote this method. Tables 5 and 6 show
that IDSW significantly improve the baselines in the ID and SW perfor-
mance, which indicates the effectiveness of the usage of related concepts
of queries to measure the depth of blog documents. IDSWOPFT is more
robust and more effective than IDSW, because it not only outperforms
IDSW in terms of the mean MAP scores for ID and SW performance but
also consistently and significantly improves all three baselines in ID and
SW performance. Thus, we believe that an in-depth document is likely
to contain opinionated contents and a shallow document is likely to be
factual. We observe that IDSWOPFT consistently and significantly out-
performs those best performance in both faceted performance.

8 CONCLUSION

In this paper, we proposed techniques to classify and rank facet-oriented
feeds. Moreover, we carefully studied a number of research issues in the
construction of the classifiers. Some of these issues have not been ad-
dressed by earlier researchers. We set up different experiments to answer
these research issues. Experiments demonstrated that our facet-finding
techniques not only consistently outperform the three TREC baselines
but also outperform the best results.
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