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ABSTRACT

Estimation of sentence order (sometimes referred to as sentence
ordering) is one of the problems that arise in sentence generation
and sentence correction. When generating a text that consists of
multiple sentences, it is necessary to arrange the sentences in an
appropriate order so that the text can be understood easily. In
this study, we proposed a new method using supervised machine
learning with rich linguistic clues for Japanese sentence order
estimation. As one of rich linguistic clues we used concepts on
old information and new information. In Japanese, we can detect
phrases containing old/new information by using Japanese topic-
marking postpositional particles. In the experiments of sentence
order estimation, the accuracies of our proposed method (0.72 to
0.77) were higher than those of the probabilistic method based on
an existing method (0.58 to 0.61). We examined features using ex-
periments and clarified which feature was important for sentence
order estimation. We found that the feature using concepts on old
information and new information was the most important.

KEYWORDS: Sentence order estimation, supervised machine
learning, linguistic clue, old / new information
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1 INTRODUCTION

Estimation of sentence order (sometimes referred to as sentence ordering)
is one of the problems that arise on sentence generation and sentence cor-
rection [1–6]. When generating a text that consists of multiple sentences,
it is necessary to arrange the sentences in an appropriate order so that the
text can be understood easily.

Most of the studies on sentence order estimation were for multi doc-
ument summarization, and they used the information obtained from the
original sentences before summarizing for estimating sentence order [7–
21]. If we can estimate sentence order without the original sentences be-
fore summarizing, the technique of estimating sentence order can be uti-
lized for a lot of applications (e.g., sentence correction). For example,
a text where the order of sentences is not good can be modified into a
text where the order of sentences is good. Furthermore, the grammatical
knowledge on sentence order will be able to be obtained through the study
on sentence order without the original sentences. For example, when we
find that a feature using a linguistic clue is important in the study on sen-
tence order estimation, we can acquire the grammatical knowledge that
the linguistic clue is important in sentence order estimation. Therefore,
in this study, we handle the sentence order estimation that does not use
the information on the original sentences before summarizing. In a study
about sentence order estimation without using the original sentences be-
fore summarizing, Lapata proposed a probabilistic model [22]. However,
supervised machine learning has not been used for that estimation. There-
fore, in this study, we use supervised machine learning for sentence order
estimation without using the original sentences before summarizing. In
this study, we use the support vector machine (SVM) as the supervised
machine learning [23].

We propose a method of sentence order estimation using numerous
linguistic clues besides supervised machine learning. It is difficult for
a probabilistic model to use a lot of information. In contrast, when us-
ing supervised learning, we can very easily use a lot of information by
preparing many features. Because our proposed method uses a lot of in-
formation, it can be expected that our proposed method outperforms the
existing method based on a probabilistic model.

In this paper, we use a simple task for sentence order estimation. We
consider that the phenomenon across multiple paragraphs is complicated.
We handle the problem where we judge which sentence we should write
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first among two sentences in a paragraph using the information in the
paragraph.1

In this study, we handle sentence order estimation in Japanese.
We present the main points of this study as follows:

1. Our study has originality, and used supervised machine learning for
sentence order estimation with rich linguistic clues for the first time.
As one of rich linguistic clues we used features based on concepts of
old information and new information.

2. We confirmed that the accuracy rates of our proposed method using
supervised machine learning (0.72 to 0.77) was higher than those of
the existing methods based on a probabilistic model (0.58 to 0.61).
Our proposed method has a high usability because the performance
accuracy was high.

3. Our proposed method using supervised learning can use a lot of fea-
tures (information) easily. It is expected that our method improves
the performance by using more features.

4. In our proposed method using supervised learning, we can find im-
portant features (information) in sentence order estimation by exam-
ining features. When we examined features in our experiments, we
found that the feature based on the concept of old/new information.
The feature checked the number of common content words between
the subject in the second sentence and the part after the subject in the
first sentence is the most important in sentence order estimation.

2 RELATED STUDIES

In a study [22] that is similar to ours, Lapata proposed a probabilistic
model for sentence order estimation that did not use the original sentences
before summarizing. Lapata calculated the probabilities of sentence oc-
currences using the probabilities of word occurrences, and estimated sen-
tence orders by the probabilities of sentence occurrences.

Most of the studies on sentence order estimation are for multi doc-
ument summarization, and they use the information obtained from the
original sentences before summarizing for estimating sentence order [8,
9, 13, 19, 21]. Bollegala et al. performed sentence order estimation against
the sentences that were extracted from multiple documents. They used

1 An estimate of the order of all the sentences in a full text would be handled by
combining estimated orders in pairs of two sentences.
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Sentence C
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Fig. 1. The model of the task

original documents before summarization for sentence order estimation.
They focused on how the sentences, whose order would be estimated,
were located in original documents before summarization. In addition,
they used chronological information and topical-closeness. They used
supervised machine learning for combining these kinds of information.
However, they did not use linguistic clues such as POSs (parts of speech)
of words and a concept on linguistic old/new information (related to sub-
jects and Japanese postpositional particles) as features for machine learn-
ing.

Uchimoto et al. studied word order using supervised machine learn-
ing [24]. They used linguistic clues such as words and parts of speech as
features for machine learning. They used machine learning for word or-
der estimation. In contrast, we used machine learning for sentence order
estimation. They estimated word order using word dependency informa-
tion. Correct word orders are in corpora. Therefore, the training data on
word order can be constructed from corpora automatically. In a similar
way, the training data on sentence order can be constructed from corpora
automatically. In our study, we use the training data that are constructed
from corpora automatically.

3 THE TASK AND THE PROPOSED METHOD

3.1 The task

The task in this study is as follows: a paragraph is input, the order of
the first several sentences in the paragraph is determined, the order of the
remaining sentences in the paragraph is not determined, and the estima-
tion of the order of two sentences among the remaining sentences is the
task. The information that can be used for estimation is the two sentences
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Small Margin Large Margin

Fig. 2. Maximizing the margin

whose order will be estimated, and the sentences before one of the two
sentences appears in the paragraph (see Figure 1).

3.2 Our proposed method

We assume that we need to estimate the order of two sentences,A andB.
These sentences are input in the system and our method judges whether
the order of “A-B” is correct by using supervised learning. In this study,
we use SVM as machine learning. We use a quadratic polynomial kernel
as a kernel function.

The training data is composed as follows: two sentences are extracted
from a text that is used for training. From the two sentences, a sequence
of the two sentences with the same order as in an original text, and a
sequence of the two sentences with the reverse order are made. The two
sentences with the same order are used as a positive example, and the two
sentences with the reverse order are used as a negative example.

3.3 Support vector machine method

In this method, data consisting of two categories is classified by dividing
space with a hyperplane. When the margin between examples which be-
long to one category and examples which belong to the other category in
the training data is larger (see Figure 22), the probability of incorrectly
choosing categories in open data is thought to be smaller. The hyperplane

2 In the figure, the white circles and black circles indicate examples which be-
long to one category and examples which belong to the other category, respec-
tively. The solid line indicates the hyperplane dividing space, and the broken
lines indicate planes at the boundaries of the margin regions.
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maximizing the margin is determined, and classification is done by us-
ing this hyperplane. Although the basics of the method are as described
above, for extended versions of the method, in general, the inner region of
the margin in the training data can include a small number of examples,
and the linearity of the hyperplane is changed to non-linearity by using
kernel functions. Classification in the extended methods is equivalent to
classification using the following discernment function, and the two cat-
egories can be classified on the basis of whether the output value of the
function is positive or negative [23, 25]:

f(x) = sgn

(
l∑

i=1

αiyiK(xi,x) + b

)
(1)

b = −maxi,yi=−1bi +mini,yi=1bi
2

bi =

l∑
j=1

αjyjK(xj ,xi),

where x is the context (a set of features) of an input example; xi and
yi(i = 1, ..., l, yi ∈ {1,−1}) indicate the context of the training data and
its category, respectively; and the function sgn is defined as

sgn(x) = 1 (x ≥ 0), (2)
−1 (otherwise).

Each αi(i = 1, 2...) is fixed when the value of L(α) in Equation (3) is
maximum under the conditions of Equations (4) and (5).

L(α) =

l∑
i=1

αi −
1

2

l∑
i,j=1

αiαjyiyjK(xi,xj) (3)

0 ≤ αi ≤ C (i = 1, ..., l) (4)

l∑
i=1

αiyi = 0 (5)
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Although the function K is called a kernel function and various types of
kernel functions can be used, this paper uses a polynomial function as
follows:

K(x,y) = (x · y + 1)d, (6)

where C and d are constants set by experimentation. In this paper, C
and d are fixed as 1 and 2 for all experiments, respectively.3 A set of xi

that satisfies αi > 0 is called a support vector, and the portion used to
perform the sum in Equation (1) is calculated by only using examples
that are support vectors.

We used the software TinySVM [25] developed by Kudoh as the sup-
port vector machine.

3.4 Features used in our proposed method

In this section, we explain features (information used in classification),
which are required to use machine learning methods.

Features used in this study are shown in Table 1. Each feature has ad-
ditional information of whether it appears in the first or second sentence.
The first and the second sentence that are input are indicated with A and
B, respectively.

Concretely speaking, we used a topic instead of a subject for F9. The
part before a Japanese postpositional particle wa indicates a topic. We
used the number of the common content words between the part before
wa in the second sentence B and the part after wa in the first sentence for
F9.

F9 is a feature based on a concept of old/new information. Because
the part before a Japanese postpositional particle wa indicates a topic, it
is likely to contain old information and the part after a Japanese post-
positional particle wa is likely to contain new information. A Japanese
postpositional particle wa in “Noun X wa” is similar to an English prepo-
sitional phrase “in terms of” in “in terms of Noun X” and indicates that
“Noun X” is a topic. In correct sentence order, words in a part containing
old information of the second sentence are likely to appear in a part con-
taining new information of the first sentence. Based the above idea, we
used F9.

3 We confirmed that d = 2 produced good performance in preliminary experi-
ments.
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Table 1. Feature

ID Definition
F1 The words and their parts of speech (POS) in the sentence A (or B).
F2 The POS of the words in the sentence A (or B).
F3 Whether the subject is omitted in the sentence A (or B).
F4 Whether a nominal is at the end of the sentence A (or B).
F5 The words and their POS in the subject of the sentence A (or B).
F6 The words and their POS in the part after the subject in the sentence A (or

B).
F7 The pair of the postpositional particles in the two sentences A and B.
F8 The number of common content words between the two sentences A and

B.
F9 The number of common content words between the subject in the second

sentence B and the part after the subject in the first sentence A.
F10 The words and their POS in all the sentences before the two sentences A

and B in the paragraph.
F11 Whether a nominal is at the end of the sentence just before the two sentences

A and B in the paragraph.
F12 Whether the subject is omitted in the sentence just before the two sentences

A and B in the paragraph.
F13 The number of the common content words between the sentence just before

the two sentences A and B in the paragraph and the sentence A (or B).

4 PROBABILISTIC METHOD (COMPARED METHOD)

We compare our proposed method based on machine learning with the
probabilistic method. Here, the probabilistic method is based on Lapata’s
method using probabilistic models [22].

The detail of the probabilistic method is as follows: words that ap-
pear in two adjacent sentences are extracted from a text that is used for
calculating probabilities. All the pairs of a word WA in the first sentence,
and a word WB in the second sentence are made. Then the occurrence
probability that when a word WA appears in a first sentence, a word WB

appears in a second sentence is calculated for each word pair. The oc-
currence probability (that we call sentence occurrence probability) that
the second sentence appears when the first sentence is given is calculated
by multiplying the probabilities of all the word pairs. In this study, to
estimate the order for two sentences A and B, a pair PairAB with the
original order (A-B) and a pair PairBA with the reverse order (B-A)
are generated. When the sentence occurrence probability of PairAB is
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Table 2. The number of pairs of two sentences

CASE1 CASE2 CASE3
Training data 33902 64290 130316

Test data 40386 82966 170376

larger than that of PairBA, the method judges that the order of PairAB

is correct. Otherwise, it judges that the order of PairBA is correct.
a〈i,1〉, .., a〈i,n〉 indicate to the words that appear in a sentence Si. The

probability that a〈i,j〉 and a〈i−1,k〉 appear in the two adjacent sentences
are expressed in the following equation: equation:

P (a〈i,j〉|a〈i−1,k〉) =
f(a〈i,j〉, a〈i−1,k〉)∑

a〈i,j〉 f(a〈i,j〉, a〈i−1,k〉)
(7)

f(a〈i,j〉, a〈i−1,k〉) is the frequency that a word a〈i,j〉 appears in the sen-
tence just after the sentence having a word a〈i−1,k〉.

When there is a sentence C just before sentences whose order will be
estimated, the sentence occurrence probability of PairAB is multiplied
by the sentence occurrence probability of sentence A appearing just after
sentence C.

5 EXPERIMENT

5.1 Experimental condition

We used Mainichi newspaper articles (May, 1991) for the machine learn-
ing of the training data. We used Mainichi newspaper articles (Novem-
ber, 1995) for the test data. We used Mainichi newspaper articles (1995)
for the text that is used for calculating probabilities in the probabilistic
method.

We used the following three kinds of cases for pairs of two sentences
used in the experiments: CASE 1: We made pairs of two sentences by
using only the first two sentences in a paragraph. CASE 2: We made pairs
of two sentences by using all the adjacent two sentences in a paragraph.
CASE 3: We made pairs of two sentences by using all the two sentence
combinations in a paragraph.

The number of pairs of two sentences used in the training and test
data are shown in Table 2.
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Table 3. Accuracy

Machine learning (ML) Probabilistic method (PM)
CASE1 CASE2 CASE3 CASE1 CASE2 CASE3
0.7677 0.7246 0.7250 0.6059 0.5835 0.5775

Table 4. Comparison with accuracies of human subjects

Subjects
ML PM

A B C D E Ave.
CASE1 0.75 0.70 0.75 0.95 0.95 0.82 0.79 0.65
CASE2 0.80 0.80 0.85 1.00 0.90 0.87 0.67 0.64
CASE3 0.65 0.75 0.85 0.65 0.70 0.72 0.71 0.56

5.2 Experimental results

The accuracies of our proposed method and the probabilistic method are
shown in Table 3. As shown in Table 3, the accuracies of our proposed
method (0.72 to 0.77) were higher than those of the probabilistic method
(0.58 to 0.61).

5.3 Comparison with accuracies of manual sentence order estimation

We randomly extracted 100 pairs (each pair consists of two sentences)
from Mainichi newspaper articles (November, 1995), and each of the five
subjects estimated the order of 20 pairs among the 100 pairs for each
of the CASEs 1 to 3. Our proposed method (ML) and the probabilistic
method (PM) estimated the orders of 100 pairs. In CASE 2 and CASE 3,
because the information on sentences was used in the supervised learning
and the probabilistic methods, the sentences before two sentences whose
orders will be estimated are shown to subjects.

Accuracies of subjects, ML, and PM are shown in Table 4. “A” to “E”
in the table indicate the five subjects. “Average” indicates the average of
accuracies of the five subjects.

When we compared the average accuracies of the subjects, and the
accuracy of our proposed method (ML) in Table 4, we found that our
proposed method could obtain accuracies that were very similar to the
average accuracies of the subjects in CASEs 1 and 3.
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Table 5. Accuracies of eliminating a feature

Eliminated
Accuracy Difference

feature
F1 0.7211 -0.0039
F2 0.7226 -0.0024
F3 0.7251 +0.0001
F4 0.7251 +0.0001
F5 0.7212 -0.0038
F6 0.7223 -0.0027
F7 0.7243 -0.0007
F8 0.7201 -0.0049
F9 0.6587 -0.0663

F10 0.7172 -0.0078
F11 0.7240 -0.0010
F12 0.7241 -0.0009
F13 0.7241 -0.0009

5.4 Analysis of features

Among the features used in this study, we examined which feature was
useful for sentence order estimation. We compared accuracies of elim-
inating a feature and the accuracy of using all the features in CASE 3.
Table 5 shows the accuracies of eliminating a feature. It also shows the
result of subtracting the accuracy using all the features from the accura-
cies after eliminating a feature.

From Table 5, we found that the accuracy went down heavily without
feature F9. We found that feature F9 was particularly important in sen-
tence order estimation. An example that the estimation succeeds when
using F9 and the estimation fails when not using F9 is shown as follows:
Sentence 1:
kotani-san-niwa hotondo chichi-no kioku-ga nai.
(Kotani) (almost) (father) (recollection) (no)
(Kotani has very few recollection of his father. )
Sentence 2:
chichi-ga byoushi-shita-no wa gosai-no toki-datta.
(father) (died of a disease) (five years old) (was when)
(The time that his father died of a disease was when he was five years
old.)

The correct order is “Sentence 1 to Sentence 2.” No use of F9 esti-
mated that the order was “Sentence 2 to Sentence 1.” F9 is the feature
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that checks the number of common content words between the subject
in the second sentence and the part after the subject in the first sentence.
Because “chichi” (father) appeared at the subject in the second sentence
and the part after the subject in the first sentence, the use of F9 could
estimate the correct order of the above example.

F9 is based on concepts of old/new information. In our method, we
obtained good results on sentence order estimation by using the feature
(F9) based on concepts of old/new information. A Japanese word wa in
the phrase byoushi-shita-no wa (died of a disease) is a postpositional par-
ticle indicating a topic. A phrase chichi-ga byoushi-shita-no wa (father,
died of a disease) is a topic part indicated by wa and corresponds to old
information. Old information must appear in a previous part. “chichi” (fa-
ther) appearing in a phrase corresponding to old information of Sentence
2 appears in Sentence 1. Therefore, the sentence order of “Sentence 1
to Sentence 2” is good. Our method using F9 can handle the concepts of
old/new information and accurately judge the sentence order of the above
example.

6 CONCLUSION

In this study, we proposed a new method of using supervised machine
learning for sentence order estimation. In the experiments of sentence or-
der estimation, the accuracies of our proposed method (0.72 to 0.77) were
higher than those of the probabilistic method based on an existing method
(0.58 to 0.61). When examining features, we found that the feature that
checked the number of common content words between the subject in
the second sentence, and the part after the subject in the first sentence
was the most important in sentence order estimation. The feature is based
on concepts of old/new information.

In the future, we would like to improve the performance of our method
by using more features for machine learning. Furthermore, we would like
to detect more useful features in addition to the feature based on concepts
of old/new information. Useful detected features can be used as grammat-
ical knowledge for sentence generation.

In this study, we handled the information within a paragraph. How-
ever, we should use information outside a paragraph when we handle
orders of sentences in a full text. We should also consider sentence order
estimation of two sentences across multiple paragraphs and estimation
of the order of paragraphs. In the future, we would like to handle such
things.
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