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Abstract. Passage retrieval consists in identifying short but informative runs of 
a long text, given a specific user query. We discuss the sources of evidence that 
help choosing likely high-quality passages, such as relevance to the user query 
and self-containedness. These measures are different from the traditional infor-
mation retrieval procedure due to the use of the context of the passage. 

1 Introduction 

Unlike full document retrieval—a traditional task of information retrieval—passage 
retrieval task [2, 5] consists in identifying in a long document (or collection of long 
documents) short text runs relevant for a specific user query, which—unlike in ques-
tion answering task—do not allow a simple factual answer. 

In this paper we discuss the parameters affecting selection of such passages from 
the text of the document. We intentionally do not give any specific formulas since our 
experimental result do not yet allow us to reliably argue in favor of a specific way of 
calculation of these parameters. 

2 The Method 

Our algorithm consists in the following steps: 

– Preprocessing, 
– Candidate passage generation, 
– Assessing various properties of each candidate passage, 
– Combining the obtained scores for each property in a single value overall score. 

Then the passages are presented to the user in the order of obtained scores. The 
steps of the algorithm and the specific quality measures are described in the following 
subsections. 
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Preprocessing Currently we only apply tokenization and stemming. In the future, 
anaphora resolution would be desirable, as well as resolution of other types of 
coreference, including hidden anaphora. 

Generating Candidate Passage We select as possible candidates all text windows 
containing from 5 to 1000 words. At this stage, we do not care of their suitability, 
since unfit candidates will be ruled out later on, so the lower and upper limits on the 
passage length were motivated only by efficiency considerations. In the future, gen-
eration of possible candidates can be made in a more intelligent manner. 

In case of retrieval over a multiple-document collection, we generate all such can-
didate windows for all the texts in the collection. 

Scoring the Candidates Each candidate window is evaluated independently. The 
properties to be assessed are related with two main requirements, which often are con-
tradicting: 

– Desired passages should be relevant, i.e., should not contain irrelevant words, 
– They should be self-contained, i.e., contain enough context to be understandable. 

Note that the generated candidates are overlapping, so that for any passage (shorter 
than 1000 words) there are other passages containing it. With a proper balance be-
tween the two contradicting requirements, preference is given to slightly longer pas-
sages that contain the same relevant information but are more self-contained. How-
ever, too long passages receive too low relevance score and are ruled out. 

Below we present the specific criteria used in our current experiments. Other crite-
ria can be added in the future. 

Scoring the Relevance for the Query To score relevance, we use known informa-
tion retrieval techniques, considering each passage as an independent document. In 
contrast to the usual information retrieval task, however, we have access to the global 
context of the document, which helps disambiguation as well as more accurate 
weighting of the importance of keywords. 

To evaluate the relevance of a given passage for the user query, we use vector 
space similarity measure [1]. Note that this measure gives lower scores to longer pas-
sages containing more words irrelevant for the query. With this, of nested candidate 
windows, a shorter window containing more keywords from the query would be pre-
ferred. On the other hand, since the vector measure uses frequencies, a longer passage 
that contains a greater number of relevant words can receive greater score. 

To allow the latter effect, the weights of the words from the query should be set to 
a much greater value than that of the terms not appearing in the query. This allows 
preferring a window with, say, 10 extra irrelevant words, to include an additional rele-
vant word. This is a parameter that can be adjusted to control the desired size of the 
passages, i.e., the preference of relevance over completeness of the results. 

Another factor affecting the keyword weighting is IDF weighting known from in-
formation retrieval. For usual documents, IDF weighting is measured over the whole 
collection, so that all documents in the collection contribute equally to the IDF 
weights. In case of passages, they are in linear context of the surrounding text. On the 
one hand, this can help in word sense disambiguation and anaphora resolution (which 



we do not tough upon in this paper). On the other hand, this allows for more accurate 
calculation of IDF value. Namely, in addition to the usual IDF, which is inversely 
proportional to the number of documents in the collection containing the word in 
question, we use a document-related value, which is inversely proportional to the 
number of occurrences of the given word in the paragraphs of the same document. We 
scale this additional value by the distance (in paragraphs) from the given passage, so 
that it decreases exponentially with the distance. 

The reason for this additional value is that even if a word is not very frequent in 
general language or in the whole collection, in can be frequent in the given (long) 
document, and in this case it expresses an idea that is probably already known to the 
user, thus not contributing to the information value of the extracted passages. How-
ever, if the word is used in the same document far from the passage in question, it can 
express a different idea, which does not affect the given passage.  

Scoring the Self-Containedness The requirement of self-containedness implies that 
desired passages, in particular, should not contain logical references or dependencies 
on outside of the passage. We use heuristic knowledge-poor approaches to asses the 
suitability of the passage. In particular, to assure the absence, or to minimize the 
number of, references outside the given passage, we prefer the passages that: 

– Lay at the boundaries of structural units of the text, e.g., beginning of a chapter, 
– Represent thematic threads of the text and do not have many thematic relations 

with the neighboring sentences. 

Accordingly, we score higher the candidate windows that lay at the boundary of struc-
tural units of the document. Namely, we give an additional bonus to the windows ly-
ing at the beginning of a unit, and a smaller bonus to those at the end of the unit. 
Chapter boundaries are more important than section boundaries, which in turn are 
more important than paragraph boundaries, in the sense of a greater bonus. As a sim-
plification, one can choose to consider only complete sentences, thus ensuring some 
degree of self-containedness, but losing short sub-sentences of complex sentences that 
otherwise would be good candidates. 

Similarly, we boost the scores of the candidate windows that show high degree of 
internal interrelatedness between words and low degree of relatedness between their 
words to the words in surrounding context. The relatedness with the context is less 
dangerous at the end of the passage than at its beginning. Indeed, a passage related to 
the preceding context is likely to develop on the ideas explained earlier, and thus is 
likely not to be understandable out of context. On the other hand, if a passage is re-
lated to the following context, this may indicate that the ideas introduced in the pas-
sage are developed later on, but the passage still should be understandable without 
this continuation. 

The idea of linguistic word relatedness is that, say, teacher is related to school and 
is not related to sleep; there exists a number of word relatedness measures suggested 
in literature [2, 4]. To determine the contribution of every specific pair of running 
words in the text to the inner interrelatedness of the paragraph or to the relatedness of 
the paragraph to the context, we scale the linguistic relatedness of the corresponding 
words by an exponentially decreasing function of the distance between them. 



Combining the Scores  We combine the partial scores in a multiplicative manner, 
so that a candidate window that is either irrelevant (even if very comprehensible) or 
incomprehensible out of context (even if very relevant) is not presented to the user. 
The combination can be tuned to give preference to shorter (more relevant) or longer 
(more self-contained) candidates. 

Experimental Results We are not aware of any standard evaluation procedure for 
passage retrieval. We evaluated the results by manual inspection of the answers to 
sample questions. For example, the top three passages retrieved for the query wars 
between England and France from A Child's History of England by Charles Dickens, 
164,772 words, are the following: 

– The Queen's husband who was now mostly abroad in his own dominions and generally 
made a coarse jest of her to his more familiar courtiers was at war with France and came 
over to seek the assistance of England. England was very unwilling to engage in a French 
war for his sake but it happened that the King of France at this very time aided a descent 
upon the English coast. 

– As his one merry head might have been far from safe if these things had been known they 
were kept very quiet and war was declared by France and England against the Dutch. 

– Same as 1 plus: Hence war was declared greatly to Philip's satisfaction and the Queen 
raised a sum of money with which to carry it on by every unjustifiable means in her power. 

As one can see, the lack of semantic processing (ignoring the word between in the 
query) results in some passages in fact unrelated to the query, like the second passage 
in the table. Elements of meaning understanding can be a topic of future work. 

3 Conclusions 

Linear positioning of candidate text windows in the context and their variable length 
allow for estimating some characteristics of passages different from those used in 
traditional information retrieval, e.g., topical relatedness to the context. However, 
specific formulas for estimating of such parameters and the ways to tune their combi-
nation to obtain optimal results are the topics of our current and future research. 
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