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Abstract. We present a method for word sense disambiguation (WSD) based 
on the KORA-Ω supervised learning algorithm. The advantage of the method is 

its simplicity and a very small feature set used, though, as we show, this is 

achieved at the cost of lower accuracy of the final result than the complex state-

of-the-art methods achieve. 

1  Introduction 

Word Sense Disambiguation (WSD) is the processes of selecting the most appropriate 

meaning for a word based on the context in which it occurs. For example, in the 

phrase The bank down the street was robbed, the word bank means a financial institu-

tion, while in The city is on the Western bank of Jordan, this word refers to the shore 

of a river. The WSD is an intermediate task [17] in natural language processing chain, 

essential for applications such as information retrieval or machine translation. 

It can be thought of as a classification task, where word senses are the classes, the 

context provides the evidence, and each occurrence of a word is assigned to one of its 

possible classes based on the evidence. This task is often treated as a supervised learn-

ing problem, where a classifier is trained from a corpus of manually sense-tagged 

texts using machine learning methods. These approaches typically represent the con-

text in which each sense-tagged instance of  the ambiguous word occurs using the fea-

tures such as the part-of-speech (PoS) of surrounding words, keywords, syntactic rela-

tionships, etc. 

To address this task, different statistical methods have been proposed, with various 

degrees of success. This includes a number of different classifiers like Naïve 

Bayes [12], neural networks [5], and content vector-based classifiers [8]. 

In this paper we present a supervised learning method based on the Logical Com-

binatorial Pattern Recognition (LCPR) approach, called KORA-Ω [4]. 

The paper begins with a review of the related works in the area. In Section 3 the 

proposed method is presented. Section 4 reports our experimental results. Section 5 

concludes the paper and introduces some future work. 



2  Related Work 

Several research projects take a supervised learning approach to WSD [ 3,  6,  8]. The 

goal is to learn to use surrounding context to determine the sense of an ambiguous 

word. 

Often the disambiguation accuracy is strongly affected by the size of the corpus 

used in the process. Typically, 1000–2500 occurrences of each word are manually 

tagged in order to create a corpus. From this about 75% of the occurrences are use for 

the training phase and the remaining 25% are use for the testing [11]. Corpus like in-

terest and line were the most well studied in literature. 

The Interest dataset (a corpus where each occurrence of the word interest is manu-

ally marked up with one of its 6 senses) was included in a study by [13], who repre-

sent the context of an ambiguous word with the part-of-speech of three words to the 

left and right of interest, a morphological feature indicating if interest is singular or 

plural, an unordered set of frequently occurring keywords that surround interest, local 

collocations that include interest, and verb-object syntactic relationships. A nearest-

neighbor classifier was employed and achieved an accuracy of 87% over repeated tri-

als using randomly training and test sets. Ng and Lee [7], and Pedersen et al. [15] pre-

sent studies that utilize the original Bruce and  Wiebe feature set and include the in-

terest data .The first compares a range of probabilistic model selection methodologies 

and finds that none out perform the Naive Bayesian classifier, which attains accuracy 

of 74%. The second compares a range of machine learning algorithms and finds that a 

decision tree learner 78% and a Naïve Bayesian classifier 74% are most accurate. 

The Line dataset (similarly, a corpus where each occurrence of the word line is 

marked with one of its 6 senses) was first studied by Leacock [8]. They evaluate the 

disambiguation accuracy of a Naive Bayesian classifier, a content vector, and a neural 

network. The context of an ambiguous word is represented by a bag-of-words (BoW) 

where the window of context is two sentences wide. When the Naive Bayesian classi-

fier is evaluated words are not stemmed and capitalization remains. With the content 

vector and the neural network words are stemmed and words from a stop-list are re-

moved. They report no significant differences in accuracy among the three ap-

proaches; the Naïve Bayesian classifier achieved 71% accuracy, the content vector 

72%, and the neural network 76%. 

This dataset was studied again by Mooney [12], where seven different machine 

learning methodologies are compared. All learning algorithms represent the context of 

an ambiguous word using the BoW with a two sentence window of context. In these 

experiments words from a stop list are removed, capitalization is ignored, and words 

are stemmed. The two most accurate methods in this study proved to be a Naive 

Bayesian classifier 72% and a perceptron 71%. 

Recently, the Line dataset was revisited by both Towell and Voorhees [5], and 

Pedersen [14]. Take an ensemble approach where the output from two neural networks 

is combined; one network is based on a representation of local context while the other 

represents topical context. The latter utilize a Naive Bayesian classifier. In both cases 

context is represented by a set of topical and local features. The topical features corre-

spond to the open-class words that occur in a two sentence window of context. The 

local features occur within a window of context three words to the left and right of the 

ambiguous word and include co-occurrence features as well as the PoS of words in 



this window. These features are represented as local and topical BoW and PoS. [5] re-

port accuracy of 87% while [15] report accuracy of 84%.  

3  Proposed Method 

The KORA-Ω algorithm is an extension of the widely used KORA-3 [2] in geo-

sciences. This algorithm was used for supervised classification problems. The algo-

rithm works with disjointed classes and objects. The idea is to classify new objects 

(patterns) based on a training sample of objects through the verification of some com-

plex properties. These complex properties are a combination of certain feature values, 

named complex features (CF) that discriminate an object or a set of objects in the 

same class from the remaining objects in different classes. Fuzzy KORA-Ω allows us 

to solve supervised classification problems with many classes (hard-disjointed or 

fuzzy), with any kind of features. In this model, complex properties could be of any 

length greater or equal to one. 

The algorithm works based on the idea of finding for each object of the training 

matrix a property such there is a few other identical property in any object of the re-

maining classes. In general, we can describe this family of algorithms in three stages: 

Learning stage   It is necessary all the parameters in order to determine which prop-

erty of feature values are complex features for each class. The entire objects in each 

class are covered for enough complex features. Enough is also a parameter of the al-

gorithm. All the classified objects in each class satisfy at least a predetermined num-

ber of complex features. 

Relearning stage   In this second stage the problem is the same as in the previous 

one, but with other parameters, shorter than the “enough” of the previous stage. 

Classification stage   Finally, we have all the complex features for each class, with 

different levels of discrimination (from the learning stage and the relearning stage). If 

a given complex feature for a class is present in the new object to classify, this class 

receives a vote. After that, any decision-making rule is applied. 



3.1 Algorithm 

The disambiguation of a particular word W is performed as follows: 

INPUT: semantically untagged pattern of W and its context. 

OUTPUT: semantically tagged pattern of W and its context. 

Learning Stage 

Step 1. Define β1, and  β2 thresholds. 

Step 2. Define the properties. 

Step 3. Find the characteristic CF, β1-caracteristic.  

Relearning stage 

Step 4. Calculate the rest of the class, using the definition of complement. 

Step 5. Define β3, and  β4 thresholds 

Step 6. Find the complementary CF, β3-complementary   

Classification Stage  

Step 7. Apply a decision-making rule. 

3.2 Decision-making Rule 

The final step of the classification stage is divided in 3 sub-steps:  

Calculate the voting scheme.  If  an object fulfill with an a characteristic CF, then it 

gives one vote. For a complementary CF the process is the same. After a counting of 

the CF’s we weight the characteristics voting with 0.7 and the complementary with 

0.3. Finally the vote of the class is the sum of both characteristic and complementary 

CF. 

Class membership. An pattern is assigned to the class with the biggest sum of CF. 

Amount of membership. The pattern is assigned with membership degree 1 to the 

class of the previous step and 0 to the others. 



4 Experimental Results 

4.1 Data Set 

The Line dataset was developed for the task of disambiguation of the word line into 

one of six possible senses (text, formation, division, phone, cord, product) based on 

the words occurring in the current and previous sentence. The corpus was assembled 

from the 1987-89 Wall Street Journal and 25 million word corpus from the American 

Printing House for the Blind. Sentence containing line were extracted and assigned a 

single sense from WordNet [9]. There are a total of 4,149 examples in the full corpus 

unequally distributed across the six senses. This dataset and distribution of senses are 

shown in Table 1. 

In this work, we used a subset of the Line dataset in which every sense is equally 

distributed taking 349 sense-tagged examples for each sense resulting in a training 

corpus of 2094 sense-tagged sentences. We form every sentence in a pattern format 

using only 3 open-class words to the left and right around the ambiguous word and 

leaving only the word an each PoS. We use for tuning the thresholds β1 = 3, β2 = 0, 

β3 = 2, and β4 = 0, see Section 3. 

Table 1. Distribution of senses in Line dataset.  

 

Sense count 

Product 2218 

written or spoken text 404 

telephone connection 429 

formation of people or things; queue 349 

an artificial division; boundary 376 

a thin, flexible object; cord 373 

Total: 4149 

 

 

4.2 Complex Features 

The local context is a window of lexical units that occur around the ambiguous word, 

varies from few words to the entire sentence. Some parameters that have been used 

are: distance, collocation, and syntactic information. 

The concept of distance is related with the number of words (n) in the context. 

Studies gave different answers for an optimal number of n, Ide and Veronis [10], have 

shown that 2 words are enough for the WSD task, even 1 word is trustful. Other stud-

ies [18], reach the conclusion of an optimal n value for a local context in 3 or 4. Using 

in this paper as feature set  of 3 words around the ambiguous word to the right and 

left. Creating  9 complex features sets, where are the combinations of  words, and 



other sets for the  PoS. For example the set CF1={P:0,P:+1}, where  P is the word and 

the number is the position in context.  

4.3 Comparison with Previous Results 

The best result of our method was achieved by using the complex features of words 

with a decreasing of accuracy using only the PoS complex features. Table 2 shows the 

accuracy compared to other methods, as evaluated in the Line dataset.  

Table 2. Comparasion with previous results. 

 

Method Accuracy Algorithm Feature set 

Pedersen 2000 88% 
Naive Bayesian En-

semble 
varying left & 

right; BoW 

Towell & Voorhess 1998 87% Neural network 
local & topical 

BoW; PoS 

Leacock, Chodorow & 

Miller 1998 
84% Naive bayes 

local & topical 

BoW; PoS 

Leacock Towell & Voor-

hees 1993 

76% 

72% 

71% 

Neural network 

Content vector 

Naive bayes 
2 sentence BoW 

Mooney 1996 
72% 

71% 
Naive bayes 

Perceptron 
2 sentence BoW 

Proposed 60% 

53% 

KORA-Ω 

KORA-Ω 

3 Word properties 

3 PoS properties 

Our algorithm uses a very limited feature set, even though at the cost of lower results 

as compared to complex state-of-the-art techniques. We believe that the algorithm 

could give better results by using more information of the context—for example, a 

wider window for both the words and PoSs or the use of information other than lexi-

cal, e.g., morphological. However, with this our algorithm would possibly lose its 

main advantage: simplicity. 

Another possible improvement for the method is selecting of less restrictive com-

plex features and thresholds such as β2 and β4, to permit any repetition of a complex 

feature in the other classes—things that KORA-3 does not allow.   

5 Conclusions and Future Work 

In this paper we used KORA-Ω algorithm for the WSD task. This algorithm has the 

advantage of simplicity and the use of a very limited feature set, though at the cost of 

the accuracy of the final result. 

Essentially, the KORA- Ω makes a positive characterization of a class (properties 

which belongs to the class) based on the idea of majorities and minorities of the popu-

lation. For future work we will try to also make negative characterization of a class: 

properties which no belong to the class, as the Representative Set algorithms do [1]. 



We also plan to experiment with adding a limited subset of linguistically-motivated 

features, as well to try wider windows and more open thresholds. 
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