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Abstract—Nowadays, there are commercial tools that allow 
automatic generation of text summaries. However, it is not known 
the quality of the generated summaries and the method that it is 
used for the generation of the summaries using these commercial 
tools. This paper provides a study about the commercial tools such 
as Copernic Summarizer, Microsoft Office Word Summarizer 2003 
and Microsoft Office Word Summarizer 2007, with the objective to 
detect which of them gives the summaries more similar to those 
made by a human. Furthermore, the comparison between 
commercial tools and state-of-the-art methods is realized. The 
experiments were carried out using DUC-2002 standard collection 
which contains 567 news in English. 
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I. INTRODUCTION 

The amount of documents in a digital format is increased by 
30% annually [1]. A lot of relevant and interesting 
documents are not read by the user due to the large amount 
of information. That is why the necessity of tools that 
automatically generate summaries appears. These tools are 
not just for professionals who need to find the information 
in a short time but also for large searching companies such 
as Google, Yahoo!, AltaVista, and others, which could 
obtain a lot of benefits in its results if they use automatic 
generated summaries. After that, the user only will require 
the interesting documents, reducing the flow of information. 

According to Lloret [2], a summary is a text that it is 
generated from one o more documents, which contains the 
most significant information and also it is not larger than 
half of the original documents. However, we consider that a 
good summary also must have coherence. The size of the 

summary depends on the user needs and from the size of the 
original document. Therefore, the size of the summary must 
be the most flexible parameter. Also, we consider that to 
achieve a good summary, the tool should work mostly with 
text content and to a less degree with the document format. 
It is also desirable that the tools can work independently of 
domain and language of a given document, indeed it is not 
necessary that the original document is grammatically well 
written.  

Another important feature is the format in which the 
summary is presented to the user, the most important key 
phrases or sentences can be highlighted within the summary 
or original document, without deleting the context in which 
such phrases occur. Also, a good tool to generate summaries 
should have a friendly interface. 

Currently, there are commercial tools that automatically 
generate summaries compressing main ideas of a document. 
The first objective of the paper is to know which of the 
commercial tools produces summaries most similar to a 
human. The second objective is to compare the commercial 
tools to the state-of-the-art methods. 

The methods for generation of automatic summaries are 
generally classified into abstractive and extractive 
summaries. Humans create abstractive summaries, in this 
case is necessary first understand the content of the 
document and then it is generated summary, but the new 
text could have words or sentences that does not exist in the 
original text. In contrast, extractive summaries are generated 
using the selection of important units of the text, such as key 
phrases, sentences or paragraphs of the original document. 
The generation of extractive summaries does not require the 
understanding of the text. In this paper, we generate 
extractive summaries using commercial tools and state-of-
the-art methods.  
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II. DESCRIPTION OF COMMERCIAL TOOLS 

Currently, there are several commercial tools that help us 
in generating automatic summaries, among the most popular 
are the following tools. 

Copernic Summarizer. In this paper, we use version 2.1 
which was installed on the Microsoft Windows operating 
system. This software was developed exclusively for the 
generation of automatic summaries. It is a flexible and 
suitable tool. It offers different options to make summaries:   
5%, 10%, 25% and 50% of words of the original document; 
100, 250 and 1000 words.  
According to [3], Copernic Summarizer it uses the 
following methods: 
a. Statistical model (S-Model). This model is used in order 

to find the vocabulary of the text. 
b. Knowledge Intensive Processes (K-Process). Consider 

the way in which human make summary texts by taking 
into account the following steps: 

c. Language detection. It detects the language (English, 
German, French or Spanish) of the document for 
applying specific processes. 

d. The limits of sentence recognition. 
e. Concept extraction. Copernic Summarizer uses 

machine learning techniques to extract keywords. 
f. Document Segmentation. Copernic Summarizer 

organizes the information that it can be divided into 
larger related segments. 

g. Sentence Selection. Sentences are selected according to 
their importance (weight) discarding those that decrease 
readability and coherence. 

Microsoft Office Word Summarizer. This tool can be 
found in versions of Microsoft Office Word 2003 and 
Microsoft Office Word 2007. This tool can generate summaries 
of 10 or 20 sentences, 100 or 500 words (or less) or in 
percentages of 10%, 25%, 50% and 75% of words of the 
original document. If some of the percentages are not 
appropriate, the user can change as needed. This tool offers 
various ways of visualizing summaries. One is highlighting the 
color of important sentences in the original document.  

The summary created by this tool is the result of an analysis 
of key words; the selection of these is done by assigning a 
score to each word. The most frequent words in the document 
will have highest scores which will be considered as important. 
The sentences containing these words will be included in the 
summary. 

OpenOffice Summarizer1. The software of OpenOffice is 
available free. The tool for generating summaries only works 
when the text has paragraphs with a predetermined format. 
This format is required manually marking. This tool only takes 
the header and the first lines of each paragraph as a 
summary.  

                                                           
1 http://www.openoffice.org/ 

StarOffice Summarizer. This tool is very similar to 
OpenOffice with one difference that is a commercial version 
of Sun Microsystems. This tool has been discarded from the 
comparison because it does not use the content of the 
document, and only uses the format and structure of a 
document to generate the summary.  

Finally, in this paper, the tools considered to analyze and 
compare are: Copernic Summarizer, Microsoft Office Word 
Summarizer 2003 and Microsoft Office Word Summarizer 
2007. 

III. DESCRIPTION OF THE STATE-OF-THE-ART METHODS 

The next state-of-the-art methods are not commercial but 
let to obtain good results. 

TextRank [4]. This method consists of weighted graphs. 
Mihalcea [4] constructs the graph to represent the text, so 
the nodes are words (or other text entities) interconnected by 
vertices with meaningful relationships. For the task of 
extracting sentences, the goal is to qualify whole sentences 
and order them from most to least importance. Therefore, 
vertices are added to the graph for each sentence in the text. 
To make the connections between sentences, a relation of 
similarity is defined, where the relationship between two 
sentences can be seen as a process of "recommendation".  

A sentence that points to a certain concept in the text 
gives the reader a "recommendation" to refer to other 
sentences in the text that point to the same concepts, and 
then link a can be established between any two sentences 
that share a common content. Since this method can 
determine the importance of each of the sentences, it was 
used to generate documents summaries. 

Baseline. This heuristic ensures that the most important 
information of a document is in the early sections [6] for 
which is taken the first n sentences of the document to form 
the summary. This simple heuristic has been shown to 
generate very good summaries in the field of news 
documents. 

Maximal Frequent Sequences (SFMs) [7, 8]. This 
paper presents a method to generate extractive summaries 
from a single document based on statistics, which is 
independent of the domain and language. Ledeneva et al. [7, 
8] experimentally shows that the words which are parts of 
bigrams (2-word sequences) which are repeated more than 
once in the text are good terms to describe the content of 
that text, so also called the maximal frequent sequences 
(sequences of words that are repeated a number of times and 
also are not contained in other frequent sequences). This 
work also shows that the frequency of the term as ranking of 
terms gives good results (while only count the occurrences 
of a term in repeated bigrams). Ledeneva et al. applies a 
method which has 4 stages for generating the summary. 
These steps are term selection, term weighting, sentence 
weighting and sentence selection. In term selection step, 
SFMs, repetitive bigrams (must appear at least twice in the 
text), and unigrams (simply words) are extracted. In term 
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weighting step, the frequency of the term i
the number of times the term occurs in the 
weighting, only the weight of all the terms 
sentence is calculated. Finally, sentence
composes the summary is performed by tw
the k sentences with bigger weight are sel
sentences with bigger weight are selected
with the first sentences (similar to baselin
appear in the document (combined version)
is obtained with combined version when k=
of similarity with the summaries made by a 

Clustering sentences with SFMs [9]. 
method, sentences which have bigger weigh
composing the summary. However, if the s
chosen in that order may include very simil
do not provide new information in the sum
[9] uses a clustering algorithm based on SF
of sentences, from which it selects the mo
sentence from each group to compose the su

Baseline-Random [8]. This heuristic far
obtain best summaries attempts to determin
the summaries when only set of sentences 
taken at random. The idea is to determine
the results can be achieved. 

IV. EXPERIMENTATION 

For comparing the abovementioned 
collection Document Understanding Con
2002 [5] was used, which was created 
Institute of Standards and Technology (N
researchers in automatic text summarization
has 567 news in English of various 
technology, food, politics, finance, etc. Fo
in the collection was created two summarie
experts with a minimum length of 100 word

ROUGE2 1.5.5, proposed by Lin [10, 11
for the automatic comparison of summaries
of n-gram where n = 1, which has the ab
similarity and determine the quality o
summary compared to the one created by 
this tool, it is possible to compare the summ
by commercial tools. 

4.1 Configuration of Comparison 

Commercial tools were evaluated in the 
Windows XP Professional Service Pack 2 
was manually selected and applied to gener
100-words. In the case of Microsoft Office
2007 is not possible to use the optio
summaries because it generates summarie

                                                  
2 http://belobog.si.umich.edu/clair/anthology/que
type=Paper&id= W04-1013. 
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Figure 1. The evaluation results of co
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Figure 2. Results of the tools evaluated with the
Windows XP Professional SP2 and Window

Premium SP1. 
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Figure 3. Results generated by ROUGE 1.5.
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VI. FUTURE WORK 

There are other online tools capable of automatically 
summarize like Summarizer Online Tool 3 , Pertinence 
Summarizer 4  and Shvoong Summarizer 5 . It would be 
interesting to know how good these tools are.  

The experiments in this article utilized a news document 
collection which have a short extension, but if the collection 
is change by longer documents such as scientific articles or 
thesis. Does the baseline heuristic of first sentences would 
still be as good? 
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