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Editorial 

This issue of IJCLA presents a selection of papers on two featured 
topics: sentiment analysis and information retrieval and, in addition, a 
paper on translation process research. 

Nowadays we witness—and actively participate in—an explosion of 
interest to sentiment analysis, opinion mining, analysis of emotions and 
subjectivity in text, etc.: the vibrant human side of natural language 
processing technology, as opposed to the traditional study of cold and 
impersonalized grammar and statistics of language. We begin to 
discover for ourselves the huge body of real-life language, language of 
the “steet” of Internet, language of the blogs, tweets, and social 
networks, language that several years ago we would not even consider 
“proper” language—it’s twitting, not speaking! ;-)) Apparently it is this 
kind of language that, due to a huge number of native “speakers” 
(native twitters?) in this “thumb generation”, conveys enormous 
commercially important information—thus the explosion of interest to 
it from commercial companies. 

To catch up with this trend, I selected for this issue of the journal a 
number of papers on this hot topic. 

A. Wawer (Poland) shows how to automatically construct a 
dictionary of words expressing emotions, or sentiment, by analyzing a 
large corpus. As many other works on learning ontologies or 
dictionaries from corpus, this work employs automatically expanding 
patterns. In this particular case, the patterns make extensive use of 
morphology—a feature that is present in a huge number of languages 
but is not yet properly addressed because of its lack in English. 
A. Bakliwal et al. (India) continue the topic of automatic 

construction of dictionaries of sentiment and subjectivity-related 
expressions. In this case, they rely on existing dictionary, WordNet, to 
achieve this goal. They target Hidni, a language that is native language 
for more than ten percent of the entire humankind but has not yet 
receive nearly as much attention from the computational linguistics 
community as it deserves. Their work (as well as the previous paper) 
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can also be seen as an example of how such lexica can be constructed 
for languages other than English. 
N. N. Bora (India) suggests an algorithm for extracting the majority 

opinion from a large number of tweets. This task has a great number of 
applications. Probably one of the most interesting and important 
application is for a company, political party or personality, artist, etc., 
to know what people really think of their products, their proposals, 
their performances, etc.—and not what smooth-tongued helpers tell 
them people supposedly think. 
N. Konstantinova et al. (UK) continues this idea with a study of 

which features are characteristic of indication of the customers’ 
opinions on commercial products. Such research is indispensable for 
building recommender systems that could help us, as customers, users, 
and buyers, to choose the best products and services and to avoid those 
that look attractive but prove to be flawed or even fraudulent. 
M. Neunerdt et al. (Germany) close this section with a discussion 

of a small piece—part of speech tagging—of a much larger problem: to 
achieve all those goals described above, the researchers will have to 
develop powerful methods of analyzing and understanding this 
language of “native twitters” with the same quality as we used to 
understand the almost extinct nowadays “correct” language. The 
authors conclude that we are still in the beginning of this long but 
fascinating journey. 

 The other topic on which I selected papers for this issue is, in 
contrast, as old as Internet itself, but is still ever more important: 
information retrieval, our thread of Ariadne in the exponentially 
exploding Web, and information extraction, our current substitute for 
full language understanding. 

D. Melo et al. (Portugal) propose a novel architecture for question 
answering systems, based on tight integration of ontologies,  natural 
language processing, and information retrieval techniques. The 
architecture that they call cooperative question answering not simply 
answers the user’s question when the user happens to ask the right 
question, but actively helps the user to improve the question if it cannot 
be successfully answered due to, say, ambiguity. In such cases the 
system would conduct a dialog with the user in order to achieve mutual 
understanding on what their information need is. 
H. Imran and A. Sharan (India) discuss a more traditional 

technique a aimed to the same goal: to help the user to better formulate 
the query; namely, automatic query expansion: a technique that allows 
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the computer to rewrite the user’s query so that the result would better 
satisfy their information need. While traditionally this is done by 
propagating the relevance judgments via term co-occurrence, the 
authors suggest going beyond co-occurrences by using more advanced 
term similarity measures. They call their technique lexical cohesion 
based query expansion and claim that this idea has a great potential for 
improvement of information retrieval systems. 
J. Makhlouta and F. Zaraket (Lebanon) address an important 

particular topic in information extraction (that is, almost language 
understanding): parsing and understanding temporal expressions—
expressions referring to time: intervals of time, points in the past or 
future, age, etc. While this topic has recently enjoyed certain attention, 
the authors tackle it the context of a morphologically-rich language; 
what is more, Arabic—a language with unique and amazing Semitic 
intraflective morphology. 
R. Winnemöller (Germany) addresses another, and much wider, 

topic in information extraction: named entity recognition, which is a 
task of detecting that several words (such as United States of America 
or Santa Claus) form a complex name of a single entity (in this case, a 
country or a person). He shows that his theory of sub-symbolic 
semantic Text Sense Representations (whatever it means—see 
Section 2 of his paper if you wonder) can be successfully applied to 
this task, too, as it has been already applied to many other natural 
language processing tasks. 

Finally, I decided to include in the issue a paper on a rather unusual 
for this community topic: how the human behavior details while 
solving a linguistic task can be physically recorded and studied, which 
can potentially shed light to the underlying cognitive mechanisms. 

M. Carl (Denmark) presents Translog II, a new version of a physical 
device and corresponding software capable of recording and analyzing 
the movement of human eyes when the subject translate text from one 
language to another. This very valuable information, totally unavailable 
to the researcher in the traditional text analysis setting, carries 
important details on which words cause delays and difficulties, how 
garden path situations are dealt with by the subject, etc.—which may 
ultimately uncover details of how this wonderful mechanism called 
language, which we the natural language processing community strive 
so much to understand and model, has been implemented in the first 
place: in the human brain. 
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I hope that this issue of the IJCLA journal will be both interesting 
and useful for wide readership, including both general public and 
students and professionals of natural language processing. Finally, I 
would like to thank the Editorial Board of the journal for inviting me to 
guest-edit this issue—it was a hard work but I enjoyed it a lot. 
 

GUEST EDITOR: 
 

GRIGORI SIDOROV 

MEMBER OF MEXICAN ACADEMY OF SCIENCES. 
CENTER FOR COMPUTING RESEARCH, 
INSTITUTO POLITÉCNICO NACIONAL, 

07738, DF, MEXICO 
E-MAIL: <SIDOROV@CIC.IPN.MX> 
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Extracting Emotive Patterns
for Languages with Rich Morphology

ALEKSANDER WAWER

Institute of Computer Science, Poland

ABSTRACT

This paper describes a method of acquiring emotive patterns for
morphosyntactically rich languages. The goal is to maximize the
recall of automatically generated sentiment lexicons in a resource
lean fashion. The algorithm requires a small corpus with mor-
phosyntactic annotations to acquire candidates for emotive pat-
terns and evalute the vocabulary, and web as corpus for lexical
expansion. The approach, which involves rule mining and con-
trast sets discovery, is demonstrated and evaluated for Polish.

1 INTRODUCTION AND EXISTING WORK

The research on automated sentiment lexicon acquisition typically falls
into one of several categories.

One of the popular related paradigms is focused on using extraction
patterns to acquire subjective resources [17, 1]. Subjectivity is a wide
term which includes not only evaluations, but also opinions, emotions,
and speculations. While its recognition is clearly useful in multiple tasks
including opinion mining, the goal of this paper is to demonstrate that
sentiment resource acquisition can be succesfully applied using resource-
lean methods that do not directly depend on subjectivity1.

Another approach is to extend WordNet lexicon with sentiment [7].
Despite obvious benefits, evaluative experiments [2, 4] reveal rather mod-
erate successes of applications of this resource. Perhaps an even bigger

1 We prefer to begin with sentiment acquisition and then extend it with subjec-
tivity, which is both more general and resource-demanding.
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problem is that it can not be applied to languages without a WordNet or
a poorly developed WordNet – which is an issue we try to avoid with our
algorithm.

For the reasons outlined above, the method described in this paper
expands and continues efforts to automatically obtain lexicons of eval-
uatively connotatated words described by [8]. In this approach a set of
“emotive patterns”2 is submitted to a search engine to find candidates
for evaluatively charged words. In the second step, semantic orientations
(polarity and evaluative strengths) of candidate words are computed us-
ing pointwise mutual information – SO − PMI measure as described
by [16]. This is done by submitting them to a search engine to find their
distributions in neighborhoods of paradigm positive and negative words.

The purpose of using emotive patterns is to select likely candidates
for evaluative words. While it is theoretically possible to try all lex-
emes in a language using any sentiment assessment algorithm such as
the SO − PMI , in practice it is extremely resource intensive and sim-
ply not feasible. The purpose of extraction using emotive patterns is to
increase the probability of acquiring evaluatively charged words.

It is notable that any method relying on a fixed, predefined set of
emotive patterns is constrained to extracing words that appear in a lim-
ited number of syntactic configurations. Consequently, acquired lexemes
are often limited to certain part of speech types only, as is the case with
patterns described in [8] extracting just adjectives and adverbs.

Put generally, the technique proposed in this paper aims at improving
the recall of automated sentiment dictionary generation. Another closely
related goal is to extract not only adjectives and adverbs, but also other
part of speech types.

While the founding research [6, 12] and multiple subsequent senti-
ment studies such as [9, 18, 10] focused exclusively on adjectives, it is
hardly disputable that nominal word forms and nouns can also carry neg-
ative connotations. This fact is at least partially confirmed by research on
automated acquisition of subjective resources [15] and WordNet’s senti-
ment extensions [7], but none of the methods can be applied in a resource-
lean manner to acquire sentiment vocabulary.

This paper is organized as follows: in Section 2 we start by explain-
ing the reasons of using two types of corpora and separation of pattern
generation from lexical acquisition. Section 4 describes how we gener-

2 We follow the original terminology here as proposed in [8], although one could
use the notion of “sentiment extraction patterns” interchangeably.
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ate initial pattern candidates, then in Section 5 we give an overview of
the algorithm and cover in details contrastive sets attribute selection and
greedy tag mining. Sections 6 and 7 present results and discussion of
future work.

2 MORPHOSYNTACTIC AND LEXICAL CORPORA

We start by hypothesizing that emotive patterns share certain morphosyn-
tactic properties, relevant for acquiring new patterns. The goal is to learn
properties which lead to discovering the best patterns given quality crite-
ria discussed in section 3. The approach is similar to that in [15], where a
bootstrapping process looks for words that appear in the same extraction
patterns as the seeds and assumes that they belong to the same semantic
class.

For expanding the set of emotive patterns, a corpus with morphosyn-
tactical tags is required: queries to this corpus are based on combina-
tions of morphosyntactic attributes, selected as potentially improving the
quality of patterns which extract evaluatively connotated words. The key
property of this approach is that size of this morphosyntactically tagged
corpus is of secondary importance because it is not used for lexical ac-
quisition in the sense of extracting sentiment candidate words.

The corpus we used was The National Corpus of Polish 3 with 3 mil-
lions segments4 [13] and Poliqarp5 query formalism. While sufficient to
acquire candidates for emotive patterns, it is not extensive enough to ac-
quire evaluative vocabulary by pattern continuations, because emotive
patterns occur in the small, morphosyntactic corpus no more than tens
of times and typically exactly once. For the same patterns, search engines
like Google or Bing return hundreds or even thousands of results, depend-
ing on pattern. Then, on one hand it is straightforward that acquisition of
candidates for evaluative words has to take advantage of lexical magni-
tude and proceed along the web as corpus approach. On the other, can-
didates for emotive patterns could potentially be extracted from smaller
corpora with benefits from morphosyntactic information.

3 http://www.nkjp.pl
4 The notion of a segment roughly corresponds to a word. The distinction was

introduced due to non-standard behaviour of certain rare morphological forms.
5 http://poliqarp.sourceforge.net
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3 PATTERN PRODUCTIVITY

Algorithms presented in the latter parts of this paper may be evaluated
in multiple ways. Quantifiable comparisons of the methods demand for-
mulations of emotive pattern productivity metrics. Evaluation criteria for
emotive patterns should involve two main factors:

– Number of distinctive lexemes set L returned by a pattern p.
– Aggregated, absolute SO − PMI of all lexemes in L.

Thus, productivity pr of a pattern p is computed according to the follow-
ing formula:

prp =

n∑
i=0

|SO − PMI(Ln)|

‖ L ‖
It promotes patterns which return many unique lexemes with high evalu-
ative loading, either positive or negative.

4 PATTERN GENERATION

This section discusses in a step by step fashion how we generate emotive
pattern candidates, explaining the rationale and design choices.

4.1 Part of Speech Sequences

Probably the most simple conceivable approach to generating sequences
which may be suspected of being emotive patterns is by focusing on parts
of speech types that constitute known emotive patterns and searching the
morphosyntactic corpus for sequences of lexemes which consist of se-
lected part of speech types only. Let emotive patterns be created only by
lexemes belonging to part of speech types listed in POSemot:

POSemot =
{
conj,ppron∗,prep,qub,

praet,inf,fin,ger

}
The above list is too unrestrictive because it admits a large class of

nearly meaningless, but very frequent patterns, as for example sequences
of particles (qub) and prepositions (prep). In fact, sequences composed of
conjunctions, pronouns, prepositions and particles only are very unlikely
to be emotive patterns because their role is mostly syntactic. Therefore,
we introduced the second list of part of speech types POSna: at least
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one part of speech type from this list is required to appear in any emotive
pattern candidate, but also no emotive pattern may consist of lexemes
belonging to these part of speech types only.

POSna = {conj, ppron∗, prep, qub}

Firstly, the morphosyntactic corpus is queried for sequences of at least
two tokens consisting of lexemes that belong to POSemot. Secondly,
all sequences which contain only POSna tokens are removed. However,
the number of sequences is still too large and they mostly lack emotive
pattern characteristics6. This is why subsequent filterings are still needed
to approach a plausible set of emotive pattern candidates.

4.2 Frequency Filtering

The benefit of using word frequencies in pattern discovery was demon-
strated recently by [5]. The key idea, applicable also in the context of
emotive pattern discovery, is dividing patterns into high frequency syn-
tactic word slots and slots for less frequent, content words which are ac-
tually the subject of interest in concept discovery. While the Davidov and
Rappoport method ignored morphosyntactic information, we propose to
mix both types of data, frequency and morphosyntactic tags, which seems
reasonable for Slavic or German languages.

We introduce frequency as three valued rank variable, dividing word
rankings at 200 and 5000. Contrary to Davidov and Rappoport, we in-
clude also frequency information about the medium frequency range.

4.3 Sequence Contexts Filtering

An intuitive method of such filtering is by checking left and right con-
texts of a sequence (candidate for an emotive pattern) for occurrences
of known, highly evaluative words – the value was operationalized as
SO − PMI threshold. Number of rules after filtering with a range of
tresholds values, for the set of rules R1, is illustrated in Figure 1.

The desired treshold value of SO − PMI should be high enough to
avoid patterns without highly evaluative words in their continuations.

Because most of sequences of interest appear exactly once in the
morphosyntactic corpus, no further statistical elaboration and systematic

6 It has been determined by random sampling and comparing average quality to
known, effective emotive patterns.
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Fig. 1. Number of rules generated for a range tresholds values

analysis of sequence properties is possible, at least not on results obtained
from the morphosyntactic corpus.

The proposed method of sequence generation and subsequent mul-
tistep filtering is designed to maximize the probability that obtained se-
quences are indeed emotive patterns. One obvious drawback of imposing
presence of known evaluative words around pattern candidates is that it
renders impossible detection of emotive patterns surrounded by evalua-
tive words that are not yet recognized. On one hand, it is less of a prob-
lem after multiple iterations – once the list of emotive words is expanded.
However, it still does not guarantee obtaining all evaluative words, be-
cause certain such words may (at least in theory) be obtainable only by
a set of emotive patterns which never co-occur with any known evalua-
tive word. The issue is at least partially taken into account by promoting
patterns which lead to wide range of emotive words as in section 3.

5 ALGORITHM OVERVIEW

Figure 2 illustrates the processing scheme and core ideas of our approach.
The prerequisite is to prepare an initial seed of emotive patterns. Next

steps of the method are iterative and can be summarized as follows:

1. Using any search engine and web as corpus method, issue queries
for emotive patterns, get results, extract candidate words and com-
pute their SO − PMI . Apply morphosyntactic analysis and disam-
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Seed patterns

Morphosyntactic
corpus

Web as corpus

M-F
pattern induction

Set of rules in
 Poliqarp formalism,
frequency filtering

Acquisition of lexicon, 
pattern continuations

Analysis.
Mining new rules 

Fig. 2. Processing phases of the iterative emotive pattern acquisition

biguation so that each recognized token carries a list of associated
tags.

2. Create a matrix M such that each row corresponds to one pattern
match occurrence with contexts of k tokens each side of the sought
candidate for evaluative word, along with morphosyntactic tags for
each token and SO − PMI . Each emotive pattern is associated to
corresponding M rows.

3. Select two sets of rows fromM of approximately equal frequency by
highest and lowest productivity of patterns that generated them. Call
rows generated by high quality patterns MHi−PR and rows by low
quality patterns MLow−PR

7.
4. Using contrast sets mining [3] and association rule discovery as in

Algorithm 1, learn a set of morphosyntactic and frequency rulesM−
F , describing the rows inMHi−PR according to optimization criteria
defined by SO − PMI as described below in more detail.

5. Apply M − F rules on morphosyntactically annotated corpus to ob-
tain a new set of emotive patterns.

7 It seems reasonable to split the rows into groups based on the pattern that
generated them and assign those groups into either MHi−PR or MLow−PR –
rather selecting individual rows. This is why frequencies might be different.
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5.1 Seed Patterns

In the beginning of our experiment, 112 gramatically correct patterns
were created by generating cartesian pairs from two sets of words, A
and B. We disclose neither the exact words of A and B nor the two lists
of paradigm positive and negative words, used in SO − PMI computa-
tion. This is because both lists are language specific and do not contribute
much to this paper. For a reference list, applied successfully in English,
see [8].

What is important is that the initial (seed) patterns, submitted to a
search engine, resulted in over 11 thousands web pages and 1381 unique
lexemes obtained as pattern continuations.

5.2 M-F Rules

This section describes rules used to generate lexical patterns from the
morphosyntactic corpus.

Rules, in case of Polish, follow tagging scheme defined in [14]. It is
notable that this scheme also defines the feature space, which in our case
is constituted by 17 variables spanned over 6 word positions (assuming
3 tokens left and 3 right from the extracted sentiment word placeholder).
For Slavic and German languages the numbers and consequently tagging
schemes will be not far from the one used here:

– Part of speech (in Polish, specific tags defined for over 35 token
types).

– Morphosyntactic attributes (example: case, number, person for nouns
and adjectives).

– Frequency information (as 3-valued rank).

Not all tag combinations are always present on all positions, therefore
the actual feature space is typically more narrow. Rules are defined as sets
of type:

positionattribute = value

For example:
k − 2case = nom

denotes attribute case positioned two tokens left (k − 2) from the place-
holder for extracted evaluative word, whose value is nom (nominative).
Rules define values (tag or frequency ranks) for corresponding attributes
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and thus every rule potentially selects a number of rows from M – where
the values match.

A real example of a rule is presented below:

k−1number=sg,k+3rank=2,k−2aspect=imperf
k−3rank=1,k−3gender=n

The rule consists of five attributes, two of them are frequency ranks at
different positions. Extracted rules were very rarely longer than 5 or 6 at-
tributes. This is caused by the greedy rule generation algorithm described
in listing 1.

5.3 Contrast Sets Attribute Selection

For attribute (feature) selection, our method relies on contrast sets. In
essence, rules that are later applied to the morphosyntactic corpus are
formed only from those attributes (morphosyntactics, frequency and po-
sition), for which corresponding values (tags) differ meaningfully in their
distributions across more and less productive rules.

For each attribute, we compare the corresponding distributions in
MHi−PR and MLow−PR filtering out attributes that do not differ sig-
nificantly between the two matrices in terms of χ2. As an example, let
us consider attribute k − 2case (morpholosyntactic attribute “case” posi-
tioned two tokens to the left from where candidates for evaluative words
occurred). Distributions of five cases, which occurred in MHi−PR and
MLow−PR, are as follows:

[121, 10, 197, 4, 3], [2, 0, 64, 0, 0]

We compute χ2 and significance (0.0), thus k−2case is considered in
further analysis. For the first (seed) data matrix obtained, the contrastive
sets method leaves only 54 attributes out of 102 possible for the initial
matrix.

5.4 Rule Generation

In typical descriptive rule mining, algorithms typically seek surprising
deviations or identify significant relationships using support, confidence,
information theory measures or various combinations thereof.8

8 An extensive coverage of various approaches, proposing unified terminology,
is presented in [11].
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Identification of morphosyntactic pattern configurations relevant for
acquiring productive emotive patterns should, in our assesment, follow
a different objective: the mechanism of rule induction should maximize
absolute SO − PMI . This formulation seems the most relevant for our
purpose and at the same time the most intuitive.

The rule generation algorithm is given in Algorithm 1. Let A denote
the set of attributes. Rule r is then generated as follows:

Rr = {ar = t} , t : argmax |SO − PMI|
foreach iteration i do

foreach attribute a in A do
foreach tag t of a do
|SO − PMI| for {Ri, a = t}

end
end
a, t : argmax∆|SO − PMI|
Ri+1 = { Ri , a = t }

end
Algorithm 1: Rule generation

The algorithm begins by initializing empty rules R, one for every
attribute r in A, and finds a tag which – for this specific attribute – maxi-
mizes its absolute SO − PMI in M . Then, in iterative fashion, all other
attributes and values are tested, and at the end of each iteration, an at-
tribute and its tag value are appended to a rule, which maximizes absolute
SO − PMI of newly created rule.

The algorithm is greedy, because every tag and attribute selection is
based on the principle of SO − PMI maximization. This guarantees
that every part of created rule contributes to absolute SO − PMI , but
does not ensure finding globally optimal combinations which maximize
SO − PMI . Such algorithm would have to compare every tag value of
an attribute with all tag combinations of all other attributes, which gives
complexity of O(n!).

6 RESULTS

Figure 3 presents SO − PMI distributions for newly acquired lexemes
– not seen in any of the previous iterations (unique).
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Fig. 3. Histograms of unique SO-PMI words acquired in 4 iterations

The histograms reveal that patterns generated automatically are at
least as productive as the human made ones in terms of acquiring highly
positive and highly negative words. However, the distribution of new vo-
cabulary in terms of polarity appears to be different in each iteration: the
first set of manually crafted patterns (iteration 0) leans towards negative
words, iterations 1 and 3 are slightly skewed towards positive, while iter-
ation 2 seems the most balanced, perhaps due to frequency.

Arguably, patterns created automatically have the advantage of gen-
erating more balanced distributions. Such results are easy to explain given
the randomized pattern generation technique described in Section 4 which
does not favour any specific polarity.

Interestingly, negative words tend to be much more densely distributed
with a clear peak between -9 and -7. Distributions of positive words are
more uniform. In each iteration certain amount of discovered words falls
in between -5 and +5; it is likely that these should be considered neutral.
The ratio of such words remains similar in each iteration and must be
considered not avoidable.
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Table 1 presents the results from a different perspective: organized by
part of speech9.

Table 1. Standard Deviation of SO − PMI (std) and percentages of unique
vocabulary acquired in each iteration, by part of speech types

it.0 it.1 it.2 it.3
POS std % std % std % std %
adv 8.04 17.49 6.91 3.97 5.72 3.6 4.68 2.29
pact 7.86 0.99 6.32 1.05 1.69 0.15 0.0 0.33
ger 0.0 0.0 8.27 1.05 7.48 0.64 5.79 0.98
pcon 0.0 0.0 0.0 0.0 0.0 0.05 0.0 0.0
fin 0.0 0.0 0.0 0.21 0.0 0.1 0.0 0.0
subst 6.68 27.06 7.55 66.11 7.71 55.46 7.54 65.69
ppas 0.0 0.33 8.8 0.84 6.03 0.69 1.04 0.65
inf 6.97 15.51 7.45 15.69 7.22 24.59 6.74 16.99
adj 7.69 38.61 7.57 9.62 6.81 13.73 7.18 11.11

The first iteration acquired many adjectives (38%). In subsequent iter-
ations, percents of adjectives among unseen lexemes remained relatively
smaller, with much larger relative amounts of nouns (subst). The quality
of extracted lexemes, measured by the standard deviation of SO−PMI ,
did not vary a lot between iterations: further iterations were on average
as good as the first one, with two exceptions: adverbs, which tended to be
more centered around mean, and nouns, which tended to be more spread.

7 CONCLUSIONS AND FUTURE WORK

The contribution of this work affects at least two aspects of sentiment
analysis research.

First, it demonstrates how to expand sentiment lexicons beyond the
limits of emotive patterns method described by [8]. This is possible thanks
to the new iterative technique of vocabulary expansion, based on splitting
the task into emotive pattern generation, which may be done by mining
small morphosyntactic corpora and frequency information, and lexical
acquisition using web as corpus framework.

9 A description of POS types along with their abbreviations as in the ta-
ble, can be found here: http://nkjp.pl/poliqarp/help/ense2.
html#x3-30002.1.
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Second, it allows including other part of speech types than just adjec-
tives and adverbs. While this achievement is not distinctive in the context
of sentiment lexicons (especially [7] and [15]), it seems one of very few
approaches that do not rely on additional resources such as WordNets or
specifically annotated corpora.

The method has been implemented and tested in Polish, but it is
equally applicable to any language with rich morphology and syntax and
comparable resources.

Future work will focus on evaluations against other feasible tech-
niques of emotive pattern acquisition. Certain efforts should also be ded-
icated to finetuning of various parameters of the algorithm, such as for
example SO − PMI thresholds, and examination of net effects of each
step of the procedure.

Finally, one natural extension is to re-implement it in other languages,
Slavic or German.
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Hindi Subjective Lexicon Generation
using WordNet Graph Traversal
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ABSTRACT

With the induction of UTF-8 unicode standards, web content in
Hindi language is increasing at a rapid pace. There is a great
opportunity to mine the content and get insight of sentiments and
opinions expressed by people and various communities. In this
paper, we present a graph based method to build a subjective
lexicon for Hindi language, using WordNet as a resource. Our
method takes a pre-annotated seed list and expands this list into
a full lexicon using synonym and antonym relations. We show two
different evaluation strategies to validate the Hindi Lexicon built.
Main contribution of our work 1) Developing a Subjective lexicon
of adjectives using Hindi WordNet. 2) Developing an annotated
corpora of Hindi reviews.

KEYWORDS: Hindi Language, Sentiment Analysis, Adjective Po-
larity Lexicon, WordNet, Graph Traversal

1 INTRODUCTION

In past 8–10 years, we have seen an enormous increase in web content
in Hindi language. This information is important to be mined for the use
of/by researchers, industries and government(s). A large number of ad-
vertising industries and recommendation systems work on understanding
the people likings and tastes from this content. Most of the earlier work
targets sentiment and opinion analysis in resource rich languages like
English. Our work addresses the problem of identifying sentiments and
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opinions from user generated content in Hindi and builds a model (Sub-
jective Lexicon) using Hindi WordNet.

Hindi language has approx. 409 million native speakers as in 19991

and with unicode (UTF-8) standards for Hindi introduced, web pages
catering Hindi is increasing on a rapid pace. There are many websites
which cater information in Hindi2 and to the best of our knowledge there
are very few works [1, 2] in this field for Indian languages. This part of the
web hasn’t been explored much in the direction of sentiment and opinion
analysis.

In this paper, we present a method of building a subjective lexicon
for Hindi language with dependency only on WordNet and a small pre-
annotated seed list. Using WordNet and simple graph traversal method
we construct the subjectivity lexicon. In our method, initially a small seed
list of words is decided along with their polarity. Using WordNet this seed
list is populated based on the synonyms and antonyms of the words in the
list. Here, we make an assumption that synonyms possess similar polarity
and antonyms show opposite polarity.

The road map for rest of the paper is as follows: Existing related
works are presented in Section 2. Section 3 presents a comprehensive
view of the approach proposed in this research work. Section 4 gives de-
tails about the lexicon generated using this proposed method for Hindi
language. Section 5 gives a description of product review dataset for
Hindi language. In Section 6, we describe the different methods of eval-
uation used in this research. In Section 7, we discuss the results and lim-
itations of this system. Section 8 presents the conclusions along with di-
rections for our future work.

2 RELATED WORK

Research in the field of sentiment analysis is done at various levels: Doc-
ument Level [3, 4], Sentence Level [5–9] and Word or Phrase Level [10,
11].

In 1966, IBM developed the General Inquirer system [12], which
marked the beginning of sentiment extraction from plain text. This system
was termed as content analysis research problem in behavior science and
comprised of 11789 words, with each word having at least one instance.

1en.wikipedia.org/wiki/List of languages by number of native speakers
2hindiblogs.org, hindigear.com, bbc.co.uk/hindi
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In 1998, the authors of [13] developed a method to predict semantic ori-
entation of adjectives. Their idea consisted in predicting the semantic ori-
entation of adjectives based on the nature of conjunctive joining the two
adjectives. A log-linear regression model uses these constraints to pre-
dict whether conjoined adjectives are of same or different orientations,
achieving 82% accuracy in this task when each conjunction is considered
independently.

In 2002, Turney [4] extended the work [13] to other POS-tags. Tur-
ney used adverbs and nouns along with adjectives for performing opinion
classification on reviews. He achieved 84% accuracy on automobile re-
view classification compared to 66% on movie reviews.

For English, a good amount of work is done in the lines of generating
subjective lexicon. SentiWordNet [14, 15] was developed in year 2006
by Esuli and Sebastiani. It contains four Part-of-Speech tags namely ad-
jectives, adverbs, verbs and nouns with ∼2 million words out of which
3% are adjectives. Each word is assigned three scores positive, negative
and objective (Equation 1). SentiWordNet was built using WordNet and
a ternary classifier. Their classifier is based on “bag of synset” model
which uses manually disambiguated glosses available from the Princeton
WordNet Gloss Corpus.

positive score+ negative score+ objective score = 1. (1)

Banea et. al. [16] proposed a bootstrapping method for building sub-
jective lexicon for under-resourced languages. Their method build a sub-
jective lexicon using a small seed list (60 words), an online dictionary
(Romanian Dictionary) and a small annotated corpora. They used word
level similarity (LSA and PMI) to filter words. In their bootstrapping
method the initial seed list was manually selected and contained 60 words,
which were evenly distributed among adjectives, adverbs, nouns, and
verbs.

Kamps et. al. [17] tried to determine sentiments of adjectives in Word-
Net. In this work, they divided adjectives into four major categories and
used base words (to measure relative distance) depending on the category.
For category Evaluative their base words were “good” and “bad”, for cat-
egory Activity their base words were “active” and “passive”, etc. The po-
larity orientation of a word ’w’ belongs to range [-1,1], -1 for words on
bad side and 1 for words on good side. Based on this method, they popu-
lated a total of 1608 words in all four categories with avg. correctness of
67.18% for English.
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Kim and Hovy [18] proposed a method of identifying and analyzing
judgement opinions. This was a four step process in which first step was
recognizing the opinion. For identifying the opinion they introduced an
algorithm to classify a word as positive, negative or objective which was
based on WordNet.They made an assumption which was to add synonyms
of a word with the same polarity as the source word. To avoid words
with multiple meaning (dual nature) they applied a method to identify
closeness of a word to each category (positive, negative, objective). For
their proposed method to give high recall the initial seed list should be
large enough and with wide variety of words.

Rao and Ravichandran [19] presented an extensive study on the prob-
lem of detecting polarity of words. They considered bi-polar classifica-
tion of words i.e. a word can be either positive or negative. They per-
formed semi-supervised label propagation in graph for polarity detection
of words. Each of these words represent a node in the graph whose polar-
ity is to be determined. They focused on three languages mainly English,
French and Hindi but claim that their work can be extended to any other
language for which WordNet is available.

As far as Indian Languages are concerned, we can see small amount
of work done in Hindi and Bengali. Das and Bandhopadyay [1] devel-
oped SentiWordnet for the Bengali language. They applied word level
lexical-transfer technique to each entry in English SentiWordNet using
an English-Bengali Dictionary to obtain a Bengali SentiWordNet. This
process resulted in 35,805 Bengali entries. In [20], authors devised four
strategies to predict the sentiment of a word. First approach, an interactive
game which in turn annotated the words with their polarity. Second ap-
proach, using Bi-Lingual dictionary for English and Indian Languages.
Third approach, wordnet expansion using synonym and antonym rela-
tions, but their article missed the approach they followed for this expan-
sion. Fourth approach, learning from pre-annotated corpora.

Joshi et. al.[2] created H-SWN (Hindi-SentiWordNet) using two lex-
ical resources namely English SentiWordNet and English-Hindi Word-
Net Linking [21]. Using WordNet linking they replaced words in English
SentiWordNet with equivalent Hindi words to get H-SWN.

Our work is directed towards the Hindi Language. It is related to
works by Kim and Hovy [18] and Rao and Ravichandran [19]. Kim and
Hovy restricted their assumption to synonyms; we extend the relation to
antonyms. Rao and Ravichandran performed bi-polar classification; we
extend it to a third level: objectivity. In this work, we use Hindi Word-
Net [22] to obtain the polarity of adjectives for Hindi Subjective Lexicon.
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3 ALGORITHM

Our algorithm makes a hypothesis of traversing WordNet like a graph
where every word in WordNet is imagined as a node in graph. This graph
will be an undirected graph and will be highly connected but not fully
connected. In this graph, nodes are connected to each other on synonym
and antonym relations. Kim and Hovy, 2006 [18] made a simple assump-
tion that synonyms carry the same sentiment as the word. We extend his
assumption to antonyms, we assume antonyms carry opposite polarity.
Each node will be connected to many other nodes i.e. each node will have
many in-links and many out-links. This graph has three basic connected
components (positive, negative and objective). Words can be connected
using two kinds of edges:

1. Simple Edge: An edge which connects two words in the same (dif-
ferent) domain and represents a synonym (antonym) relation with a
given condition that each word should belong to non overlapping re-
gion.

2. Cross Edge: An edge which connects two words based on synonym
(antonym) relation and atleast one among these words lies in the
overlapping region.

Cross Edges among these connected components produce words which
have ambiguous (dual) nature.

Fig. 1. Simple Edges and Cross Edges in a Graph.

Fig. 1 explains Simple Edges and Cross Edges pictorially. In Fig.
1 each circle represents a connected component and overlapping zone
contains words which are ambiguous by nature.
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Here, we use Hindi WordNet and a list of words (seed list) which
is pre-annotated based on polarity. Our seed list contains 15 objective,
15 positive and 15 negative words. Each word in this seed list will be
expanded on synonym and antonym relations. We can consider this ex-
pansion as a Breadth First Traversal of a graph. In this traversal method
all the siblings (nodes at any depth d) are expanded before any node at the
next level (depth d+1) is expanded. We make use of queue data structure
to maintain the order in which the nodes (words) are introduced or ex-
panded. This method helps us to ensure that each node is expanded only
once and all the synonyms of a word are traversed at the same time.

In our method we have 2 lists, one is temporary and the other is final
list. The initial seed list which contains 45 words is copied to temporary
seed list with the polarity. Now every time we get a word (a structure
which contains a pair of seed and polarity) from the temporary seed list
by de-queuing it from the list, we check for this word if it exists in the
final seed list or not. If this word is in the final seed list then we don’t
populate this word further, we just add the current polarity of this word
to the polarity in the final list. But if this word is not in the final list, we
do three things

1. Add this word to the final list with the current polarity
2. Find out all the synonyms of this word and en-queue them in the

temporary seed list with the polarity same as the source word.
3. Find out all the antonyms of this word and en-queue them in tempo-

rary seed list with opposite polarity. ( P -> N, O -> O, N -> P).

We continue this process till all the words in the temporary seed list are
explored or in other words till the temporary seed list becomes empty.
When the temporary seed list becomes empty the final seed list contains
adjectives and against each adjective we have string of P’s, N’s and O’s.
Based on this we decide the final polarity of the word. Say for a word ’x’
in the final seed list we have string ’s’ made of P’s, N’s and O’s.

Length of string (s) = Len

Number of P ′s in s = nP

Number of N ′s in s = nN

Number of O′s in s = nO

Positive polarity of x = nP/Len

Negative polarity of x = nN/Len

Objective polarity of x = nO/len

(2)
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For a pseudocode, refer to Algorithm 1.

4 HINDI SUBJECTIVE LEXICON

Lexicon3 built using the above mentioned approach for Hindi language
contains 8048 words in all. Out of 8048 words 2521 are positive, 3060 are
negative and 2467 are neutral. For each word, our lexicon provides three
scores: positive, negative and objective. The sum of these scores amounts
to 1.

(Positive+Negative+Objective)Score = 1 (3)

We validate this lexicon by two different methods which are explained in
Section 6.

5 PRODUCT REVIEW DATA

This dataset3 was translated from English to Hindi using Google4 trans-
late5. We translated pre-annotated Amazon product reviews [23] of length
≤ 25. We took this threshold of 25 words in order to avoid (reduce)
translations errors. After translating the product reviews we asked hu-
man judges to manually validate the translation. Table 1 summarizes the
data (reviews) generated by translation.

Table 1. Product Review Data Summary

Total Positive Reviews 900
Manually Corrected Reviews 350

Total Negative Reviews 900
Manually Corrected Reviews 350

Total Annotated Reviews 350 + 350

3This Resource is in the initial stage of development and is avaliable for non-
commercial and research usage on request. Request should be made to any of the
authors.

4http://translate.google.com/
5We made an assumption that while translation sentiment bearing words are

translated correctly without any loss or modification of sentiments.
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Algorithm 1 Algorithm for Populating SeedList using WordNet to gen-
erate Subjective Lexicon
1: InitialSeedList = {45 words} (15 × objective, positive, negative)
2: // Each word is a structure which contains a pair : Seed, Polarity
3: FinalSeedList = {}
4: TempSeedList = {}
5: TempSeedList = InitialSeedList
6: while TempSeedList 6= EmptyList do
7: Word = TempSeedList.pop() // pop the first word out of the list
8: Seed = Word[0]
9: Polarity = Word[1]

10: if Seed ∈ FinalSeedList then
11: FinalSeedList[Seed] = FinalSeedList[Seed] + Polarity
12: else
13: FinalSeedList[Seed]=Polarity
14: SynonymSet = All the synonyms of Seed
15: AntonymSet = All the antonyms of Seed
16: for all synonyms ∈SynonymSet do
17: TempSeedList.append(synonym : Polarity)
18: // Polarity will be P/N/O
19: end for
20: for all antonyms ∈AntonymSet do
21: TempSeedList.append(antonym : OppPolarity)
22: // OppPolarity will be P if Seed has Polarity N
23: // OppPolarity will be N if Seed has Polarity P
24: // OppPolarity will be O if Seed has Polarity O
25: end for
26: end if
27: end while
28: // Against Each adjective in the F inalSeedList we have a string
29: // of P ′s, N ′s, and O′s, which contains the polarity of that word
30: for all adjectives ∈FinalSeedList do
31: S = FinalSeedList[i] //Here i is an adjective and S is the string
32: // of polarity for that adjective
33: nP = Number of P ′s in S
34: nN = Number of N ′s in S
35: nO = Number of O′s in S
36: Len = length of S // Note : nP + nN + nO = Len
37: PositivePolarity = nP/Len
38: NegativePolarity = nN/Len
39: Objectivity = nO/Len
40: //Note : PositivePolarity+NegativePolarity+Objectivity = 1
41: end for
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6 EVALUATION

One of the major task while proposing a new method is evaluation. In
these kind of systems we mainly evaluate by human judgement or by
classifying some pre-annotated text. These are a few methods which are
commonly used for validation.

1. Human Judgement: This method is usually opted for languages which
are scarce resource languages. In this method, some manual annota-
tors are appointed whose task is to annotate the lexicon generated
and later, taking the majority vote of annotators the system generated
lexicon is validated.

2. Classification: In this method of evaluation, we classify pre-annotated
reviews/blogs using our system generated lexicon and find precision,
recall, F1 Scores, etc to show the correctness. This strategy is gener-
ally used for resource rich languages or for those languages for which
we have pre-annotated data.

3. Validating Against Existing Resources: In this strategy of evaluation,
we find the accordance of lexicon generated using our approach with
a lexicon which is already proposed and accepted by the research
community. This strategy of evaluation is used for languages which
are resource rich.

Subsequent sub-sections explain two methods which we used to eval-
uate the lexicons generated by our system.

6.1 Human Judgement

In this method of evaluation, we hired five manual annotators6 who are
language experts in Hindi. We asked each annotator to tag the words gen-
erated by our system on the scale of 3 (negative:-1, neutral:0, positive:1).
After getting the list annotated by all the annotators, we had five votes for
each word and we took the majority call. Table 2 reports accordance of
Hindi lexicon generated using our system with manual annotation.

Reason behind low mutual agreement among the annotators is that
many words in Hindi show ambiguous nature. Their polarity depends on
the sense in which they are used. This ambiguous nature is highlighted in
Fig. 2.

6None of the authors were annotators for this task.
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Table 2. Results for Manual Agreement for Hindi Lexicon

Mutual agreement among the
annotators

70.48%

Agreement of each annotator with our lexicon
Annotator 1 66.08%
Annotator 2 64.01%
Annotator 3 68.45%
Annotator 4 66.70%
Annotator 5 68.34%

Overall Agreement of our
lexicon with the annotators

68.80%

6.2 Review Classification

For this evaluation strategy, we performed classification on product re-
view dataset described in Section 5. On this data, we performed unigram
presence and simple scoring method classification. In unigram presence
method, we count unigrams of positive, negative and objective polarity
and assigned the polarity for which the count was highest. In simple
scoring method, we summed the positive, negative and objective scores
of each adjective and assigned the polarity of the dominant score. From
every review we identified adjective and scored those adjectives using
our lexicon. If an adjective was missing from our lexicon we considered
the stemmed variant7 8 of that word for scoring. In addition to stemming
we also performed negation handling. We identified the words with tag
“NEG” using sliding window of 6 words and swapped the polarity (posi-
tive and negative) of adjectives in this range. Our sliding window, looked
upto 3 words in both the directions (left and right) of this word. Table 3
reports the results of classification.

7 DISCUSSION

Results in Table 3 highlights the point that our scoring method performs
better than mere presence counting of the adjectives. The following ex-
ample shows how the presence counting failed in classification while the
scores assigned to each word by our method correctly classified the re-
view. “bh� t hF þEtBAfAlF s\gFtkAro kA ek Eblk� l b�kAr þyAs”.

7We used the stemmer which is bundled with Hindi WordNet API 1.2
8cfilt.iitb.ac.in/wordnet/webhwn/index.php
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Fig. 2. The Graph Traversal of words in Hindi WordNet. The dark portion shows
ambiguous words.

Adjectives in this example are “þEtBAfAlF” (positive) and “b�kAr” (neg-
ative). If we account for presence of adjectives for classification, this
review becomes neutral. However, scores generated using our system
(+0.75, −0.0, 0.25) for “þEtBAfAlF” and (+0.0,−1.0, 0.0) for “b�kAr”
with overall score for the review as −0.25([0.75 − 0.0] + [0.0 − 1.0]),
classify the review correctly (as negative).

Using the proposed strategy for negation handling, results in Table
3 show ∼3% improvement in classification of reviews. We proposed
the use of stemmer to identify the root word for adjectives which were
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Table 3. Results for Product Review Classification using Lexicon generated by
our approach

Method Accuracy
Adjective Presence

Baseline 65.50
Baseline + Negation Handling 68.67

Baseline + Stem 67.17
Baseline + Stem + Negation Handling 70.80

Adjective Scoring
Baseline 67.33

Baseline + Negation Handling 70.00
Baseline + Stem 71.00

Baseline + Stem + Negation Handling 74.10

present in the review but went missing from our lexicon. Stemming also
showed an improvement of ∼3% in classification of reviews. Table 4 lists
a few mapping of words to their stemmed form.

Table 4. Words and their stemmed (root) words

Word(s) Stemmed Word
CoV� CoVA

aQCF, aQC� aQCA
bwF bwA
hSk� hSkA
l\b� l\bA

There are a few limitations and issues with the current version of
algorithm proposed above.

– To handle adjectives which were present in reviews and were missing
from our lexicon, we performed stemming. If an adjective was miss-
ing from our lexicon we stemmed the adjective to get its root word.
Instead of using a stemmer if a morph is used, then we expect results
to improve.

– The current version of this algorithm does not perform Word Sense
Disambiguation (WSD).

– Scope of the system proposed above is dependent on the initial seed
list used to populate the WordNet. If we choose the seed list in a
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careful manner with the help of linguistic experts, the results and
scope of the Lexicon thus generated would be better.

8 CONCLUSION AND FUTURE WORK

We proposed a graph based method to generate the subjectivity lexicon
for Hindi and explored how the synonym and antonym relations can be
exploited using graph traversal. Our method is language independent and
just uses only one resource (WordNet) for Lexicon generation. As a part
of this research, we worked on Hindi language. The lexicon generated
using our proposed algorithm contains 8048 words and it achieved 74%
accuracy on classification of reviews and 69% in agreement with human
annotators for Hindi.

In future, this work can be extended to incorporate Word Sense Dis-
ambiguation (WSD) to emphasize more on senses of a word. Another
extension can be morphological variants which could result in better ac-
curacy for words which have dual nature. We experimented only with
adjectives and this work can be extended for other parts of speech.
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Summarizing Public Opinions in Tweets
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ABSTRACT

The objective of Sentiment Analysis is to identify any clue of posi-
tive or negative emotions in a piece of text reflective of the authors
opinions on a subject. When performed on large aggregations of
user generated content, Sentiment Analysis may be helpful in ex-
tracting public opinions. We use Twitter for this purpose and build
a classifier which classifies a set of tweets. Often, Machine Learn-
ing techniques are applied to Sentiment Classification, which re-
quires a labeled training set of considerable size. We introduce
the approach of using words with sentiment value as noisy la-
bel in a distant supervised learning environment. We created a
training set of such Tweets and used it to train a Naive Bayes
Classifier. We test the accuracy of our classifier using a hand la-
beled training set. Finally, we check if applying a combination
of minimum word frequency threshold and Categorical Propor-
tional Difference as the Feature Selection method enhances the
accuracy.

KEYWORDS: Sentiment classification, supervised learning, Twit-
ter

1 INTRODUCTION

A simple search for “Kindle 2”1 by Google returns over 700 million re-
sults, mostly consisting of product descriptions and user reviews. Any
user would be overwhelmed with such huge amounts of content, making

1 http://amazon.com/kindle
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it almost impossible to scan through all of it to find what is crucial. With
the rise in the number of social networking, blogging and microblog-
ging websites, and the ease with which a user can submit information on
these sites, the internet today has become an unmanageable accumulation
of user generated content. Users, differing in social, political and cultural
background, share their personal opinion on various subjects, discuss cur-
rent issues and write about events in their life. What is much needed
in such a situation is a system which can extract significant information
from such large sets of data; that is, give us more aggregated results.

Sentiment Analysis or Opinion Mining, the study of computationally
determining whether a given piece of text is indicative of positive or neg-
ative sentiment, is one way of summarizing large aggregations of text.
Sentiment classification, when performed on user generated textual con-
tent, find many applications. Knowing how users feel about a product or
service can help in business decisions for corporates. Political parties and
social organizations can collect feedback about their programs and legis-
lation. Artists, musicians and other entertainment icons can reach out to
their fans and assess the quality of their work. Broadly, it can serve as an
automatic polling system, relieving any manual intervention.

Twitter2, one of the most popular microblogging websites among the
internet community, serves as a good platform for sentiment analysis be-
cause of its large user base from different sociocultural zones. Users up-
date short messages (called Tweets) within a 140 character limit on Twit-
ter. It contains huge number of tweets, with millions added each day,
which can be easily collected through its APIs (Application Program
Interface), making it convenient to build a large training set. Usually,
machine learning techniques are applied to sentiment classification, in
which a classifier is required to be trained on a labeled training set. This
is called supervised learning. However, owing to its nature and the num-
ber of tweets that can be collected, it is a challenging task to manually
label a training set of such magnitude.

In this paper, we introduce the novel approach of labeling large sets
of tweets using sentiment suggestive words as noisy labels. Using this
method we create an annotated dataset of 1.5 million tweets, which is
used to train a machine learning classifier. The accuracy of the classifier
is evaluated and compared to previous similar techniques. Further, a com-
bination of minimum word frequency threshold and categorical propor-
tional difference is discussed as the Feature Selection method enhances

2 http://twitter.com
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the accuracy of the classifier. We also show the aggregated results of our
classifier when tried on a few search queries.

The rest of the paper is organized as follows. Related works are dis-
cussed in section 2. Our approach of labeling and sentiment classification
is described in section 3. The results and discussions of the experiment
are presented in section 4. Finally we conclude about our work in section
5.

2 RELATED WORK

A number of prior work has been directed towards sentiment classifica-
tion on blog posts [1], reviews [2,3] and tweets [4,5,6]. However, blog
posts and reviews differ from tweets, first, because of their size, and sec-
ond, because tweets follow an entirely different language model, which
does not ensure correctness or consistency of grammar and spelling. Be-
cause of Twitter’s 140 character limit, tweets are more likely to contain
spelling and grammatical errors. Users, sometimes, strips off letters from
words (e.g. whr) to fit their message within this limit. Twitter users also
use a lot of Internet slang and abbreviations (e.g. OMG, ASAP, etc.) and
emoticons. Emoticons, also known as smileys are glyphs constructed us-
ing the characters available on a standard keyboard, representing a facial
expression of an emotion.

Various approaches of sentiment classification has be studied in the
past years. Initially focused on lexicon based methods (Das and Chen
[7]) and unsupervised hand made algorithms (Turney [8]), the study later
moved on to supervised machine learning techniques (Pang et al. [2]) and
unsupervised clustering algorithms (Yessenov and Misailović [3]). Re-
cent researches in sentiment analysis has incorporated Natural Language
Processing techniques as well as Feature Selection methods to further en-
hance the accuracy of the classifiers. While most of these researches were
concerned with classification at document level, Mishne and de Rijke [1]
analyzed global mood levels at an aggregate level. This is quite similar
to our study, where we classify tweets at document level, but we discuss
how such an classification could be applied to a set of tweets to determine
aggregated results.

Our approach of using sentiment suggestive words is similar to the
use of emoticons as noisy labels, first introduced by Read [9]. A noisy
label is an element within the piece of text which provides information
about the class to which the text belongs. This approach was later used
by Go et al. [4], and Pak and Paroubek [5] on a Twitter corpus. In such
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an approach, a set of emoticons is manually classified as bearing posi-
tive or negative sentiment. The occurrence of any of these emoticons in a
tweet causes it to be labeled as belonging to the corresponding class. Go
et al. [4] created an annotated training set using this technique. However,
using emoticons as noisy labels, prevents their use while classifying new
tweets. We address this drawback by using sentiment suggestive words
as noisy label and hence permitting the use of emoticons during classifi-
cation. Duurkoop [6] used a similar approach, however, he used hashtags
instead of emoticons as noisy label in his training data.

Feature selection, used in order to improve the performance of the
classifier, is a method to select a portion of the feature set, generated by
the trainer, which is most likely to serve in classification. Keefe and Ko-
prinska [10] evaluated a range of feature selection methods using both
Naive Bayes classifier and Support Vector Machine on a movie review
corpus. In their study, they found the categorical proportional difference
(CPD) to outperform other feature selection methods. CPD has also being
studied by Simeon and Hilderman [11] in their study on text categoriza-
tion. Yessenov and Misailović [3] considered various feature extraction
and feature reduction methods in their model. They observed an increase
in the performance of their classifier while considering only words that
appear most frequently in the corpus. Pak and Paroubek [5] used a sim-
ilar approach, an entropy based method, for feature selection. However,
these feature selection methods haven’t been studied on a twitter corpus.
We evaluate CPD along with a minimum word frequency threshold as the
feature selection method for our classifier.

3 THE EXPERIMENT

3.1 Our Approach

Our study was directed towards building a classifier which could clas-
sify tweets at document level, i.e. each tweet individually. The classifier
would then be utilized to analyze a collection of tweets to arrive at ag-
gregated results. A training set of 1.5 million tweets was built by col-
lecting tweets using the Twitter Search API3. This annotated training set
was then used to train a Naive Bayes classifier, treating each tweet as
a bag-of-unigrams feature. In the bag-of-unigrams model, each tweet is
considered as an unordered collection of words, disregarding grammar

3 https://dev.twitter.com
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Table 1. List of positive and negative sentiment words

Positive sentiment words Negative sentiment words
amazed, amused, attracted, cheerful, annoyed, ashamed, awful, defeated,

delighted, elated, excited, festive, depressed, disappointed, discouraged,
funny, hilarious, joyful, lively, displeased, embarrassed, furious,

loving, overjoyed, passion, pleasant, gloomy, greedy, guilty, hurt,
pleased, pleasure, thrilled, wonderful lonely, mad, miserable, shocked,

unhappy, upset

and their order of occurrence. We used words with sentiment value (e.g.
cheerful, shocked, disappointed etc.) as noisy labels to automatically la-
bel the training set. The feature extraction process follows a series of
cleaning and preprocessing steps on the tweet before tokenizing it. An
attempt was made to increase the accuracy of the classifier by using two
feature selection methods, namely, minimum word frequency threshold
and categorical proportional difference. To test the accuracy of the clas-
sifier, a hand labeled test set was used.

3.2 The Corpus

A set of 40 words was prepared, each indicating certain sentiment value.
Each of these words were then manually categorized as being positive
or negative. Most of these words describe a certain mood or emotion, or
are in the past tense verb form, most likely to be used by an author to
express his or her feelings. e.g. ashamed in “I was ashamed of what I
did”. This list has been intuitively selected and is in no way exhaustive.
The complete list of positive and negative sentiment words, used in our
experiments, is given in Table 1.

A tweet is labeled as positive if it contained any of the positive sen-
timent words, or negative if it contained any of the negative sentiment
word. For example, a tweet containing the word ‘thrilled’ will be labeled
as a positive tweet, whereas a tweet containing ‘annoyed’ will be labeled
as a negative tweet. Table 2 shows a few tweets labeled in this manner. In
disputable situations when a tweet contains both a positive and a negative
sentiment word, the tweet is discarded.

The twitter search API allows to retrieve the most recent tweets based
on a search query. However, it returns only 100 tweets per page and up to
15 such pages. The API also limits the number of requests per hour from
an IP (Internet Protocol) address. Tweets were collected using the positive
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Table 2. Example of a few labeled tweets. Last column shows the matched senti-
ment word.

Tweet Label Word
Arrived in Basel. Brilliant sunny
weather. I’ll go to the botanical
gardens first. It’s a wonderful
place to think and write.

positive wonderful

I’m really unhappy with myself at
this point and i’m seriously at a
breaking point and i’m on the verge
of relapse i’m trying so hard

negative unhappy

Toy Story 3 is hilarious. I love
the scene where Ken is modelling
for Barbie! Fab stuff :-)

positive hilarious

i should really eat something, but
i’m just not a fan when it’s this
hot and miserable. :/

negative miserable

and negative sentiment words as the query term. Considering the hourly
limits and allowing enough time for the requests to yield unique tweets,
our system sent out a search request for each word every 30 minutes.

A large accumulation of tweets was built during the period from June
24, 2011 to July 5, 2011. All retweets were removed as they could cause
an unwanted redundancy in the training set. Retweets are tweets that are
posted by a user by copying another user’s tweet. They are marked by
the presence of the characters ‘RT’ in the tweet. The matching sentiment
word found in each tweet was also removed. This was done so that the
classifier is not trained with a bias for the set of sentiment words used for
labeling. The tweets were then labeled according to the category in which
the matching sentiment word falls. This way, a training set of 1.5 million
(1,464,638, precisely) tweets consisting of 668,975 positive tweets and
795,661 negative tweets was created.

3.3 The Naive Bayes Classifier

Naive Bayes classifier is a probabilistic model which estimates the proba-
bility that a tweet belongs to a specific class (positive or negative class, in
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this experiment). Naive Bayes has been used because of its low compu-
tational overhead and ease of use, yet performing well in many Natural
Language Processing tasks, as indicated by Lake [12]. In general, the
probability that a tweet T , belongs to class C, can be calculated using
Bayes Theorem, as follows

P (T |C) =
∏
i

P (wi|C) (1)

where P (wi|C) is the probability of the feature wi occurring in class
C. Finally, the class C is assigned to the tweet T , whichever yields the
maximum P (C|T ) .

3.4 Unigram Feature Extractor

The following preprocessing steps were applied to the Tweets:

– Remove URLs (e.g. http://bit.ly/aDkhG) and user mentions. User
mention is a way to tag a user in a tweet. It is represented by a ‘@’
symbol followed by the username (e.g. @nibirbora).

– Replace emoticons with a token representing the emotion expressed
by it. Table 3 is a list of few emoticons and their meanings.

Table 3. Emoticons and their meanings

Emoticons Meaning
>:] :-) :) :o) :] :3 :c) :> =] 8) =) :} :ˆ) smile
>:D :-D :D 8-D 8D x-D xD X-D XD =-D =D =-3 =3 laugh
:’( ;*( : ( cry
>:[ :-( :( :-c :c :-< :< :-[ :[ :{ frown
>;] ;-) ;) *-) *) ;-] ;] ;D wink
>:o >:O :-O :O surprise
D:< >:( >:-C >:C >:O D-:< >:-( :-@ :@ ;( ’ ’
D< :L

angry

– Tokenize words: split the tweet at spaces and punctuation marks.
– Remove stop words, e.g. the, is, at, which, on.
– Replace words with repeated letters. Users sometimes arbitrarily re-

peat certain letters in a word to put more emphasis on it (e.g. happpp-
pyyyyyy). We replace a word with any letter occurring more than
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twice with two words, one in which the repeated letter occures once
and twice in the second. E.g., the word happpppyyyyyy will be re-
placed with four words: hapy, hapyy, happy, happyy.

– Stem words to their roots, so that grammatical inflections are re-
moved. We use the Porter Stemming algorithm [13] for this purpose.

3.5 Feature Selection

We use Categorical Proportional Difference along with a minimum word
frequency threshold as our feature selection method. This two step feature
selection process is discussed next.

MINIMUM WORD FREQUENCY THRESHOLD. In the first step, all fea-
tures with frequency below a minimum threshold frequency are remove
from the feature set. The threshold is set as a percentage calculated on the
maximum frequency of any feature in the feature set. The accuracy of the
classifier is checked at various minimum threshold percentages.

CATEGORICAL PROPORTIONAL DIFFERENCE. Categorical Proportional
Difference (CPD), a measure of how equal two numbers are, can be used
to find the features that occur mostly in either one of positive or nega-
tive class of tweets. The positive and negative frequencies of a feature
are used to calculate it’s CPD, by an equation suggested by Keefe and
Koprinska [10] as follows:

CPD =
|Positivef −Negativef |
Positivef +Negativef

(2)

If a feature is prevalent in either positive tweets or in negative tweets
then it’s CPD will be close to one, whereas if it occurs almost evenly in
both positive and negative tweets then its CPD will be close to zero. A
high CPD indicates that the feature is worth considering for classification.
For example if the word “wife” appears in exactly as many positive tweets
as negative tweets then finding the word “wife” would not contribute in
classifying new tweet and its CPD score will be zero. Conversely, if the
word “birthday” appears in only positive tweets then finding the word
“birthday” in a new tweet would give us a good clue that the tweet is
positive, and it would have a CPD score of one.

CPD is used for feature selection by removing any features whose
CPD score is less than some threshold value. The accuracy of the classi-
fier was checked at various threshold value.
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Table 4. Effect of feature selection on the feature set (initial feature size is
319,719).

CPD Minimum word frequency threshold
thresholds 1.000% 0.100% 0.010% 0.001%
0.000 1,357 6,616 27,487 319,719
0.125 883 4,553 21,042 296,861
0.250 533 2,902 15,417 287,159
0.375 258 1,643 10,409 270,971
0.500 128 903 6,919 26,615

Table 4 shows the effect of the feature selection process on the feature
set. The values indicate the feature set size after applying feature selec-
tion. The corresponding accuracies for each of these values are presented
later.

3.6 Test Set

To determine the accuracy of the classifier, a test set was created. A
portion of the training set was randomly selecting, from which, tweets
which do not suggest any positive or negative sentiment were manually
removed. The remaining tweets were then hand labeled. The final test set
consisted of 198 positive sentiment tweets and 204 negative sentiment
tweets.

3.7 Aggregate Classifier

As pointed out previously, the document level classifier is eventually used
to find aggregated results. This is done by feeding a set of tweets to the
classifier, which then classifies each document separately, and calculates
the number of documents marked as positive and negative as a percentage
over the total number of tweets in the set.

4 RESULTS & DISCUSSION

The classifier showed an accuracy of 77.61%, on the hand labeled test set,
when tested without any feature selection method. However, it reached a
maximum accuracy of 83.33% when feature selection methods were in-
corporated. This value was achieved when the minimum word frequency
threshold was set to 0.001% and the CPD threshold to 0.25, reducing
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the size of the feature set to 287,159, which is about 90% of the origi-
nal (319,719 features). It was noticed that our feature selection method
considerably increased the accuracy of the classifier. The accuracy at var-
ious minimum word frequency (MWF) thresholds and CPD thresholds
are presented in Figure 1 and Table 5.

Clearly, the accuracy decreases gradually with an increase in the MWF
threshold, whereas, over the range of CPD thresholds, it shows a peak at
CPD value 0.25. Beyond this value the graph fall sharply, which could
be attributed to the fact that more useful features are removed from the
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Fig. 1. Accuracy of the classifier at different minimum word frequency thresholds
and CPD thresholds.

Table 5. Accuracy values (in percentage) at different minimum word frequency
thresholds and CPD thresholds.

CPD Minimum word frequency threshold
thresholds 1.000% 0.100% 0.010% 0.001%
0.000 73.63 75.37 81.09 82.08
0.125 73.13 75.62 80.59 82.08
0.250 74.37 77.11 82.33 83.33
0.375 66.91 72.63 78.60 81.09
0.500 58.70 63.93 70.39 75.37
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feature space. At lower CPD values (≤ 0.25), it was observed that the ac-
curacy remained within a 10% range with change in the MWF threshold.
Since considering features with frequency above a minimum threshold
frequency did not contribute much to the accuracy of the classifier, we
tested our classifier with CPD alone as the feature selection method. This
yielded a maximum accuracy of 83.08%, almost similar to that which
was achieved considering a minimum threshold frequency. Once again,
this accuracy was achieved at the CPD threshold of 0.25, assuring it to be
an effective choice for feature reduction. The results are shown in Figure
2 and Table 6.

The maximum accuracy of the classifier was similar to that reported
by Pang et al. [2], i.e. 81% and Go et al. [4], i.e. 81.34%. However, it
was less than that accounted in Pang & Lee’s [14] later study, i.e. 86.4%,
since we did not perform any subjectivity analysis. One notable benefit
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Fig. 2. Accuracy of the classifier at different CPD thresholds. (Without minimum
word frequency threshold)

Table 6. Accuracy values (in %) at different CPD thresholds. (Without minimum
word frequency threshold)

CPD thresholds 0.000 0.125 0.250 0.375 0.500
Accuracy 82.08 82.08 83.08 80.84 75.12
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of our approach is that we consider emoticons in the classification pro-
cess. Emoticons, which often are a strong indicator of sentiment in short
texts, were ignored by Go et al. [4] while classifying tweets. It was ob-
served that the best accuracy of our classifier is slightly higher than those
reported by other studies involving Naive Bayes classification. This may
be because our test set was biased towards our training set, owing to our
method of test set generation.

While our accuracy matched that of Go et al. [4], who used emoticons
as noisy labels, it was quite higher than that of Duurkoop [6] (around
70%) who used hashtags, indicating that sentiment suggestive words are
more effective as noisy labels than hashtags.

Yessenov and Misailović [3] accounted for an increase in the per-
formance of their classifier while considering only words that appear
most frequently in the corpus. This is contrary to our observations where
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Fig. 3. Results of the classifier on a set of tweets. (Percentage positive and per-
centage negative)
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Table 7. Results of the classifier on a set of tweets. (Values in number of tweets)

Query term Positive Negative Total
Nelson Mandela 63 3 66
Justin Beiber 2 30 32
Burger King 5 49 54
White Castle 9 79 88
Kung Fu Panda 3 76 79
Fright Night 29 63 92
Hawaii 66 25 91
Lebanon 11 48 59
Honeymoon 76 15 91
Blackjack 44 13 57

we found that limiting the feature set with a minimum word frequency
threshold does not contribute to increasing the accuracy of the classifier.

Figure 3 shows a few results of the aggregate classifier. A set of tweets
related to the query terms shown in Table 7 were fed to the classifier.
Table 7 also shows the number of total tweets analyzed and the number
among them that were classified as positive and negative.

5 CONCLUSION

We built a sentiment classification tool which could accurately find the
polarity (positive or negative) of a tweet, and can be used to analyze a
collection of tweets to find aggregated results. We showed that sentiment
suggestive words can be effectively used as noisy label for a Twitter cor-
pus, and using this technique built a training set of 1.5 million tweets.
This corpus was used to train a Naive Bayes classifier, who’s accuracy
was measured using a hand labeled test set. The maximum accuracy
achieved was 83.33%, which is comparable to prior related studies. We
also studied the use of a combination of minimum word frequency thresh-
old and Categorical Proportional Difference as feature selection method.
It was found that while CPD successfully increased the efficiency of the
classifier (reaching a peak at CPD value 0.25), setting a minimum word
frequency threshold did not.

Future work will include building a classification tool that can classify
various emotions and not just identify positive and negative sentiment.
Such a tool may be used to create a user interface which is reflective of
the user’s mood. We will also consider finding a way to eliminate tweets
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from the training set that does not indicate any sentiment value and also
perform grammatical semantic analysis on the tweets to possibly increase
the accuracy of classification.
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ABSTRACT

At times choosing a product can be a difficult task due to the fact
that customers need to consider many features before they can
reach a decision. Interactive question answering (IQA) systems
can help customers in this process, by answering questions about
products and initiating a dialogue with the customer when their
needs are not clearly defined. For this purpose we propose a
corpus-based method for weighting the importance of product
features depending on how likely they are to be of interest for
a user. By using this method, we hope that users can select the
desired product in an optimal way. For the experiments a corpus
of user reviews is used, the assumption being that the features
mentioned in a review are probably more important for a person
who is likely to purchase a product. To improve the method, a
sentiment classification system is also employed to distinguish
between features mentioned in positive and negative contexts.
Evaluation shows that the ranking method that incorporates this
information is one of the best performing ones.

KEYWORDS: Wikipedia, sentiment analysis, interactive question
answering, knowledge acquisition

1 INTRODUCTION

Every day millions of people are confronted with a task of choosing a new
product. Given how fast the technology is progressing, it is becoming
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more and more difficult to make this choice without any additional
help. Some prefer using face-to-face communication with shop assistants,
but what if this option is not available or you prefer online shopping?
Interactive question answering (IQA) systems can assist customers in
this process by providing answers to the questions about products and
initiating a dialogue with the customers when their needs are not clearly
defined. This is particularly relevant when a product has many features
that need to be considered before buying it.

The use of an IQA system should facilitate the process of choosing
a product and make it more efficient. However, in order to achieve this
goal, the system should know which features are more important for
the users and as a result should be given a priority in the decision
process. Therefore it is essential to find some ranking methods to assist
the navigation of the available features.

This paper proposes a corpus-based method for weighting the
importance of product features using a corpus of reviews. Our
assumption is that these texts will contain references to product features
and, because they are reviews, they will focus on the features that are
more likely to determine the purchase of the product. We test our method
in the domain of mobile phones, however we believe that it can be
employed to other domains describing products.

The remainder of the paper is structured as follows: The next section
(Section 2) discusses the related work in the field. Section 3 presents
the description of the experiment including its justification and ranking
methods developed. The evaluation of the system, including the gold
standard, evaluation metrics used and error analysis is presented in
Section 4. The paper finishes with conclusions and directions for future
work (Section 5).

2 RELATED WORK

This paper addresses the problem of content management for interactive
question answering systems which is related to dialogue managers which
are part of dialogue systems. However, to the best of our knowledge there
is no research similar to the one carried out in this paper. In addition,
the novelty of our approach also comes from the fact that it lies at
the intersection of several NLP fields such as information extraction,
IQA and sentiment analysis. However, work in information extraction,
sentiment analysis and interactive question answering can be considered
as the most relevant to our research and is briefly presented next.
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There are a number of projects focusing on feature extraction
for sentiment analysis. The system described in [1] extracts opinion
summary about products, but instead of getting the opinion about the
product in general, the proposed method tries to produce an opinion
summary about separate features. For this purpose, they mine product
features discussed by the customers and rate each opinion as positive
or negative. Later this information is used to produce feature-based
summaries about the products. Authors of [2] aim at solving a similar
problem but use multiple specifications of a product for further clustering
and extracting of product features. It is also done in order to produce
summaries describing the products. Opine [3] is an example of an
unsupervised information-extraction system which mines reviews in
order to build a model of important product features, their evaluation by
reviewers, and their relative quality across products.

Different approaches were developed to address the problem of
feature extraction—unsupervised [4] and semi-supervised methods [5],
as well as topic modeling [6]. Some researches tried to build specialized
domain ontologies manually in order to get better quality resources, but
we are aware of only one ontology describing mobile phones [7].

Our research differs from the aforementioned works, because we do
not focus on extracting features of the phone from the reviews. Instead,
we are more interested in ranking already acquired lists of features using
the available customer reviews. In this respect and keeping in mind the
goal of our research, it is worth mentioning work previously done in the
field of IQA.

Even though we are also not aware of applications in the field of IQA
similar to our research, there are several IQA systems that address the
problem of effective information management which can be considered
relevant to work in question. These systems attempt to help users choose
products and rely on constraint-based approaches ([8], [9], [10]).

The system developed by Yan Qu and Nancy Green [8] focuses
on providing airline flight information. After the user fills in all the
constraints, the system submits a query to the database and if the request
was over-constrained, ways to relax the constraints are suggested. In
contrast to our method, they do not employ any initial ranking of the
constraints in order to set priorities for the use of some constraints.

The approach developed by [9] is used in several systems dealing
with restaurant selection, MP3 player operation and navigation tasks.
Their aim is to find efficient ways of managing a dialogue and providing
a sufficient amount of information to users so that they are neither
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overwhelmed with too much information, nor left uncertain about some
details. Their goal is to choose a single item out of a larger set of items,
which is similar to the task we are dealing with. They focus on content
optimization where dialogue strategies for dealing with query results are
used. Rules governing dialogue steps based on the amount of results are
manually constructed and thresholds are predefined. Even though the task
is similar to choosing a product (a task we are addressing in this paper),
they do not give priority to any of the features and use only quantitative
information to make a decision about constraint relaxation and further
suggestions. However, in this approach an ontology describing the data
and the constraints is used, but constraints do not have any internal
ranking.

The research in [10] is similar to [9], however they use predefined
rules and simulate interactions with the user in order to further use this
information for learning the best policies. They study the domain of in-car
and in-home applications and provide examples of dialogues for choosing
a song for a playlist. They handle the situations of under-constrained or
over-constrained requests and learn ways to deal with them. However, the
paper does not mention anything about the usage of an initial ranking of
the constraints which we believe can help in the task of IQA.

The systems described above focus on the interaction in terms of
the constraint-based systems, however none of them tries to rank the
constraints or propose methods to make search for information more
optimal in this way. In all the cases, either hand crafted or learnt policies
are used to decide which dialogue move to take next. These systems
try to act according the number of results they get, and on the basis of
this information they attempt to relax the request or ask for additional
constraints. We are more interested in suggesting new constraints to the
customer and would like to select those that will help the user to choose
a product in the quickest time. However, this aspect of the problem is not
discussed in these research works.

3 EXPERIMENT

Given that our aim is to optimise the process of selecting a product on the
basis of its features using an IQA approach, we evaluated several methods
for ranking features. These methods are presented in this section and
evaluated in Section 4. We start this section by providing a justification
for the experiment carried out here.
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3.1 Justification of the experiment

One way to identify the importance a feature plays in choosing a product
is to collect and analyse a large number of interactions between a human
and a sales assistant or a computer. This information can be used to learn
the appropriate ranking of the features. However, this approach is labour
intensive and time consuming, which makes it very expensive especially
because it is domain dependent. As a result of the domain dependency,
information gathering needs to be repeated every time a system is adapted
for a new domain. For this reason, we propose a method which relies on
user reviews to determine this ranking.

The underlying assumption of this method is that the most important
features will also be mentioned frequently in the user reviews. Therefore,
we believe it is possible to propose several weighting schemes which
take a corpus of reviews and produce the ranking. Given that these
reviews contain a large number of opinionated sentences, NLP techniques
are being used to differentiate between positive and negative sentences.
This is done in order to identify whether certain types of sentence (e.g.
positive) are more likely to contain the necessary information to rank the
features correctly.

3.2 Ranking methods

We developed several methods for the ranking of product features on the
basis of their occurrence in our corpus. In this paper we use features of
mobile phones, but the method can be adapted to any other products.

To carry out the experiments presented in this paper, we had to first
identify features that can be of interest for users and therefore need to
be ranked. Manual construction of such a list did not seem objective
enough, and therefore we relied on the infoboxes present in Wikipedia
pages describing products of the type of interest (i.e. in the case of this
research pages describing mobile phones). The infoboxes contain brief
tabular information summarising the content of the page and in the case
of products quite often refer to the features of a product. For example,
infoboxes in pages about phones may contain the feature “camera” and
its corresponding value “5 megapixels”. By collecting these features, we
built our list to be ranked. The values corresponding to the features were
also collected as a way of identifying indirect references to the features
in the text.
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WAYS TO MATCH FEATURES: Once we managed to collect the list of
features, we could investigate ways to rank them. It was decided to use
NLP techniques to find the best ranking algorithm in order to avoid
spending a significant amount of time and resources on collecting real
customer interactions.

Given the fact that a feature can be expressed in several ways, we used
several methods for matching the features extracted from the Wikipedia
infoboxes with their occurrences in the texts. For all the ranking methods
described in the next subsection, three types of matching methods were
used:

– surface-based (also referred to as strict match),
– fuzzy matching (e.g. battery life and lifespan),
– values for features (e.g. 5 megapixels and camera).

Surface matching implies a strict match between the string denoting
a feature from the Wikipedia infoboxes and a string in the corpus. This
matching technique does not allow any flexibility on how the feature
is expressed in the text. Therefore this type of matching brings some
limitations, as language is ambiguous and there are many ways to
express the same thing using different surface representations. For this
reason, we also implemented a fuzzy matching method which takes into
consideration not only the surface form, but also considers synonyms
extracted from WordNet [11] and manually compiled lists. Several of
the problems identified with the first method were solved using fuzzy
matching and are discussed in Section 4.6. At the same time, fuzzy
matching introduces its own errors which are discussed in the same
section.

Another way to improve the matching algorithms is to consider that
a feature occurs in a text not only when it is directly mentioned, but also
when values corresponding to a feature are used. Despite the appeal of
this approach, there are values which are multiword expressions, so a
strict matching would give a very low recall. For this reason, we used
heuristics which consider a match successful if at least 60% of the text
denoting a value was found. This helped us identify more information,
but revealed the problem of overlapping features which will be further
discussed in Section 4.6.

FREQUENCY-BASED RANKING: The first method explored relies on the
frequency of a feature in our corpus of reviews in order to determine its
importance. The assumption here is that the more frequently a feature
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is mentioned, the more important it is for the users. This approach
was inspired by automatic summarisation [12]. Therefore, we extract
frequency of each particular feature mentioned and use it as its score.
For this purpose, all three different types of matching mentioned in the
previous subsection were used.

OPINION-BASED RANKING: Given that we are dealing with a corpus
of reviews, we thought it could be beneficial to use the polarity of
the sentences contained in the reviews in the ranking process. For
determining the polarity of a sentence, we use a lexicon-based algorithm
based on the SO-CAL algorithm [13]. This method relies on a dictionary
which contains words and their semantic orientation scores related to
the sentiment expressed. This semantic orientation ranges from −4 to 4,
where -4 stands for a totally negative word and 4 for a totally positive
word. For our experiments we use the dictionary developed for the
original method [14].

In the above mentioned method, the polarity of a sentence is measured
as the sum of the semantic orientation present in the words. Those words
and their part-of-speech are checked in the dictionary and the semantic
orientation computed. Negation markers, modals and intensifiers change
the polarity for the next word. The sentence is labeled as positive or
negative if the overall semantic orientation is positive or negative. The
sentences with score 0 are labeled as being neutral.

We developed two ranking methods based on the identification of the
opinion in the text. The first of them takes into account only opinionated
sentences and ignores the neutral ones. The assumption here is that the
authors of the reviews will express opinions (positive or negative) about
features which they find important to them. Frequency-based ranking was
applied to the sentences that contain sentiment information. However, we
should mention that we did not attach opinions to the particular features
and just identified them at the sentence level.

Given that neutral sentences may contain information that could
be useful for the ranking, a weighted ranking method which relies on
opinion information was implemented. In this method, each occurrence
of a feature in a neutral sentence receives a score of only 0.5, whereas
an occurrence in an opinionated sentence gets a score of 1. In addition,
two more experiments were run which considered only the positive and
negative sentences for computing the ranking.

The next section presents the results of the evaluation.
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4 EVALUATION

4.1 Corpus description

For the experiments reported in this paper we compiled a corpus of
reviews from the Epinions.com1 website. Our research focuses on the
development of an IQA system for mobile phones. For this reason, we
collected reviews from the category Cellular Phones on the 21st October
2011. Our corpus contains 3,392 reviews (114,708 sentences) organised
into two labels: “yes” and “no”. These labels reflect the user’s opinion
about the product; whether the product is recommended or not. We have
2,437 reviews with the label “yes” and 955 with the label “no”, but at this
stage we do not use the user’s opinion for the ranking. The method used
to collect the corpus ensures that the approach can be easily applied to
other domains.

4.2 Gold standard

For the evaluation purposes we conducted a separate experiment which
was aimed at constructing the gold standard. We wanted to use humans’
input to rank the features they find most important when choosing a
phone. For this purpose, we developed a special drag-and-drop interface
which allowed the users to choose the most important features. No special
guidelines were given to participants except that they need to pick the 5
most important features for them from a given list. The features were
displayed in random order.

In order to prepare the initial list for ranking, we manually checked
the features collected from Wikipedia infoboxes and removed those that
were difficult to understand without further explanation. We also had to
limit the number of options we showed to a user, so that the interface
stayed user-friendly and easy to use. For this reason, after discussion
between the authors of this paper, it was decided to keep only 47 features
we felt to be the most important. We collected a total of 170 answers
and used this information to get a weighted ranked list of features by
assigning to each feature a score that is equal to the number of times a
feature was selected. Table 1 shows the top 20 features together with their
frequencies.

1 http://www.epinions.com/
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Table 1. The top 20 features together with their frequencies

90 price 23 memory
81 battery 22 network data connectivity
57 operating system 21 camera
52 phone style 21 talk time
42 manufacturer 20 weight
31 size 19 keyboard
29 standby time 19 main screen
29 GPS 19 touchpad
25 connectivity 18 CPU
24 3g network speed 18 hardware platform

4.3 Baseline

In order to evaluate how effective our ranking methods are, we
implemented two baselines. The first baseline considers the information
from the infoboxes and ranks a feature on the basis of how many
Wikipedia articles about mobile phones mention the feature and assigns
it a value. The second baseline ranks a feature on the basis of how many
times it is mentioned in the Wikipedia articles describing mobile phones.
By using these baselines, we can see whether a corpus of reviews is
beneficial to us.

4.4 Evaluation metrics

Our evaluation was based on comparing several rankings to each other, so
we had to consider some formal metrics which will give us an objective
number. We decided to choose two metrics that are commonly used to
measure the association between two measured quantities.

The first one is the Kendall rank correlation coefficient and is
commonly referred to as Kendall’s tau coefficient [15]. It depends on
the number of inversions of pairs of objects which would be needed to
transform one rank order into the other [15]. Equation 1 describes the
formula used for calculating Kendall rank correlation coefficient.

τ =
Nc −Nd

1
2 ∗ n ∗ (n− 1)

(1)

where Nc is the number of concordant pairs, Nd is the number of
discordant pairs, whilst n is the total number of pairs. τ takes values
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between −1 and 1, where −1 means that two rankings are the reverse of
each other and 1 shows that rankings are the same.

The second metric we used is Spearman’s rank correlation coefficient
or Spearman’s rho and is a non-parametric measure of statistical
dependence between two variables [16]. Spearman’s rank takes into
account differences between the ranks of each observation on the two
variables and Equation 2 shows the way this metric can be calculated.

ρ =

∑
i (xi − x) ∗ (yi − y)√∑
i (xi − x)2 ∗ (yi − y)2

(2)

Similar to the Kendall’s tau, the Spearman’s rho values range from −1
to +1, and the closer to +1 they are, the more similar the rankings are.
The use of these metrics allowed us to output a score after comparing two
lists and the results will be provided in the next section.

4.5 Results

As described in the previous sections, we have carried out several
experiments to produce different rankings of the features. We compared
our rankings to the gold standard and the results of this comparison can be
found in Table 2. For the evaluation, we used both the full gold standard
and only the first 20 items in the gold standard. The justification for the
second list is that it is highly unlikely that a customer will be willing to
be asked about more than 20 features before they reach a decision.2

In Table 2 the rows Baseline1 and Baseline2 correspond to the two
baselines introduced in Section 4.3. As can be seen, the results obtained
with the two baselines are among the lowest indicating that using a
corpus such as Wikipedia articles is not useful. The three rows with labels
starting with Frequency from reviews contain the results obtained using
just frequency of features in the reviews, but employing different feature
matching method. The remainder of the rows contain the results of the
methods that use the opinion classifier and different feature matching
methods.

2 In reality, we hope that by using the ranking methods presented in this
paper and the interactive question answering system that we are currently
developing, the number of questions will be much lower.
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Table 2. The evaluation results

Method Full list Top 20 items
τ ρ τ ρ

Baseline1 −0.084 −0.155 0.017 0.019
Baseline2 0.009 0.010 0.146 0.177
Frequency from reviews, exact match 0.220 0.326 0.187 0.252
Frequency from reviews, fuzzy match 0.116 0.164 0.209 0.292
Frequency from reviews, values match 0.245 0.357 0.470 0.612
Frequency from opinionated sentences, exact match 0.218 0.326 0.241 0.357
Frequency from opinionated sentences, fuzzy match 0.165 0.245 0.209 0.317
Frequency from opinionated sentences, values match 0.241 0.346 0.513 0.647
Weighted frequency, exact match 0.159 0.235 0.166 0.211
Weighted frequency, fuzzy match 0.207 0.298 0.230 0.332
Weighted frequency, values match 0.051 0.083 0.123 0.160
Frequency from negative sentences, exact match −0.051 −0.078 0.016 0.008
Frequency from negative sentences, fuzzy match −0.115 −0.172 −0.026 −0.056
Frequency from negative sentences, values match −0.024 −0.045 −0.053 0.134
Frequency from positive sentences, exact match 0.011 0.018 0.123 0.130
Frequency from positive sentences, fuzzy match 0.175 0.253 0.155 0.222
Frequency from positive sentences, value match 0.125 0.197 0.021 0.000

4.6 Error analysis

Analysis of the results reveals that the best performing methods are the
ones using either the frequency of the features in the full corpus of
reviews or the frequency of features only in the opinionated sentences.
In both cases, the values of the features are used for matching. These
results hold both for the full gold standard and when only the top 20 items
are considered. The rest of the results are considerably lower, especially
when only the top 20 items are considered. Strangely enough, the method
which gives a weight of 0.5 to features that appear in sentences that do not
have a polarity, and which is somehow between the two best performing
methods in terms of how features are scored, performs rather poorly
regardless of the matching method used. The same happens if we use
only the positive or negative sentences.

Our experiments revealed several problems to be addressed in order
to get better results. One of the first issues we had to address when
implementing the matching algorithm was the possibility to refer to the
same feature in several different ways. For example the feature operating
system can be referred to using “Operating System”, “operatingsystem”
or “os”. Even though we used WordNet and manually compiled lists, it
is unlikely that we managed to cover all the possible ways people use
to refer to a feature. For this reason, the fuzzy matching method is not
always very precise. Related to this problem is the fact that the list of
values of a feature is likely to grow over time. Unless these values are
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listed in Wikipedia and our matching algorithm gets updated there is no
way to capture the mention of a corresponding feature in a review.

Another problem with our approach is related to the ambiguity of the
features. E.g., the features “standby time” and “usage time” have very
similar meaning. This situation becomes even more problematic when the
features are considered out of the context, as in the case of the experiment
carried out to produce the gold standard. In light of this, word sense
disambiguation-like methods could be considered to find out whether two
similar expressions refer to the same feature on the basis of their context.

Another problem related to matching of features is with pairs such
as “camera” and “video camera”. When using only strict matching, it
is difficult to decide whether the users just described a photo camera
or whether they are referring to a photo-video camera. This problem
becomes more serious when both forms are used in the text and “camera”
is coreferential with “video camera”. The only way to address this
problem is to employ a coreference resolver.

The use of WordNet to obtain synonyms introduced a fair amount
of errors as well. For example, for the feature “carrier” some of the
synonyms are “postman”, “carrier wave”, “mailman” and “attack aircraft
carrier” which are completely unrelated to the features of mobile phones.
This is due to the fact that the word used to refer to this feature is far too
general and therefore ambiguous. At the other extreme are the features
such as “hardware platform” which are too specific and do not appear in
WordNet. For this reason, it will be necessary to produce a better list of
synonyms for the features.

5 CONCLUSIONS AND FUTURE WORK

This paper addressed the problem of feature ranking for interactive
question answering systems which help customers to choose the right
product for them. Two baselines and several ranking methods were
evaluated against a gold standard collected from users. The Kendall
rank correlation and the Spearman’s rank correlation coefficients were
applied in order to provide an objective evaluation of the ranking
methods applied. An experiment showed that two of the ranking methods
proposed perform far better than any other methods. The evaluation also
confirmed the fact that using a corpus of reviews is beneficial for feature
ranking. The results were further improved by using only the opinionated
sentences for scoring features.
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Error analysis revealed that a large number of the problems we
experience are due to the fact that features can be expressed in text
using different expressions. For this reasons more refined methods for
identifying occurrences of the features in a text should be explored,
including the use of coreference resolution. The weighting method
currently used relies on frequency, however other methods for counting
features should be investigated as well.

Finally, our motivation is to optimise the dialogue between a user and
an IQA system for selecting mobile phones. In light of this, the best way
to prove the usefulness of the ranking methods is to carry out an extrinsic
evaluation. This type of evaluation will be considered in the future.
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ABSTRACT 

Studying technology acceptance requires the survey and 

analysis of user opinions to identify acceptance-relevant 

factors. In addition to surveys, Web 2.0 poses a huge collection 

of user comments regarding different technologies. Extracting 

acceptance-relevant factors and user opinions from such 

comments requires the application of Natural Language 
Processing (NLP) methods, particularly Part-of-Speech (POS) 

tagging. Applied to typical blog language POS tagging often 

suffers from high error rates. In this paper, we present multiple 

user-specific studies of blog comments to analyze the relation 

between blog language and performance of NLP methods. We 

propose an approach, which leads to enhancement of POS 

tagging and lemmatizing quality. Furthermore, we present an 

ontology-based corpus generation tool to improve the 

identification of topic- and user-specific blog comments. 

Utilizing the generation tool, a corpus dealing with mobile 

communication systems (MCS) is exemplarily created. 

Furthermore, we analyze and transform the identified 

comments into structured datasets. 

 
KEYWORDS: Natural Language Processing, Part-of-Speech 

Tagging, weblog, user writing style, ontology search, corpus 

generation.  
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1   INTRODUCTION 

Typical instruments used in acceptance research are questionnaires, 
interviews, or focus groups. The according outcomes reveal user 
opinions about a particular topic such as MCS. Nevertheless, traditional 
methods in acceptance research have the major shortcoming of being 
subject to numerous methodological effects. In surveys, respondents 
tend to answer dishonestly (Social-Desirability-Response-Set). As a 
result, artificial or falsified data is collected. Moreover, the utilization 
of traditional surveys calls for high user willingness, hence collecting a 
sufficient amount of data is a very arduous and time-consuming task. 
However, this type of data provides the advantage of being structured 
in a predefined manner, which ensures the availability of information as 
well as efficient data access. As a complement to traditional methods in 
acceptance research, we propose an innovative approach in which 
natural language discourses from web data, such as blog comments, are 
analyzed with the aim of identifying frequently discussed topics in a 
particular field and current user evaluations on this topic. Particularly, 
this approach benefits from the fact that the data is natural or 
authentic, that it is accessible, and that it might be downloaded quite 
efficiently.  
However, the analysis of natural language discourses is problematic 

since Internet users tend to a more colloquial formulation or expression 
style. More precisely, the language used in blogs suffers from 
numerous lexical, syntactic, semantic, stylistic, and typographical 
phenomena, e.g., unconventional use of punctuation marks such as 
?!?!, novel typographical means of evaluation such as :-), or frequent 
use of interjections such as haha. Common NLP methods such as POS 
tagging cannot process these text type-specific phenomena correctly 
and, in consequence, high error rates appear. As a result, no exact 
statements can be made. Usually, POS tagging is the first step of text 
processing for further text analysis. The output can be used for further 
NLP processing steps, e.g., opinion detection. Therefore, a high POS 
tagging accuracy is very important for further investigations. Modern 
taggers achieve a per-word-accuracy of 97.53% when tagging German 
newspaper corpora [1]. Unfortunately, the accuracy drops significantly 
when applying taggers to web corpora [2]. First, low tagging accuracy 
is caused by the use of topic-specific terms and abbreviations, e.g., 
Datenbandbreite (data bandwidth), iPhone, UMTS. Second, blog 
comments are non-standardized texts, and characterized by different 
users’ writing styles. Therefore, POS tagging has to be adapted to blog-
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specific linguistic phenomena. Our work focuses on the identification 
of causes for POS tagging decision errors in blog comments. For this 
purpose, an ontology-based corpus generation tool is developed which 
is used to create a topic-specific corpus. The corpus is analysed for 
blog-specific linguistic phenomena. 
 The paper is structured as follows. In Section 2, the ontology-based 

corpus generation tool is introduced. Afterwards, the created corpus is 
presented in Section 3. In Section 4, empirical results of the corpus 
analysis on blog-specific linguistic phenomena are shown. In section 5, 
we present a first sketch of a POS tagger adapted to the language used 
in blog comments. Section 6 presents an example for blog comment 
transformation into suitable data representation. Finally, we present our 
conclusion. 

2   ONTOLOGY-BASED CORPUS GENERATION  

The increasing number of user-generated web content provides a large 
amount of opinionated data. However, people express their opinion 
differently and use different terminology in written web discussions. 
Hence, it becomes hard to access and extract topic-specific user 
opinions by simple keyword search. Particularly, usage of ontology-
based search that considers keyword relations, such as synonymy, leads 
to an increase of quantity and quality of retrieved search results. Our 
tool named CROW can be used to selectively search for blog 
comments. It offers the ability to create a corpus according to a 
predefined ontology. The resulting corpus serves for further linguistic 
analysis and mathematical calculations.  

2.1   Ontology principles 

Ontologies play an important role in the field of knowledge engineering 
and semantic web research. Typical applications are ontology 
learning [3] and ontology-based focused crawling [4,5]. Ontologies 
contain a collection of concepts represented by terms that exist in a 
certain domain. The relations are determined according to linguistic 
usage or to human semantic association, respectively. Thus, ontologies 
can be described by a directed graph where the nodes represent 
concepts and the edges represent semantic relations. In this work, the 
edges describe the dependency between MCS components, properties, 
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and instances. The ontology consists of four relation types: (1) 
Hierarchical and (2) non-hierarchical relations as described in the 
literature [6,7], (3) attributive relations, and (4) type-token relations. 

(1) Hierarchical relations are hyperonymy and meronymy. With these 
relations, over- and subordinated concepts (e.g. phone as a 
hyperonym of mobile phone) as well as part-whole relations 
between concepts (e.g. display as a part of mobile phone) of MCS 
can be expressed [6].  

(2) A synonymy describes a non-hierarchical relation. The relation 
links concepts (terms) that have an identical or similar meaning, 
e.g., mobile phone and cell phone. In the ontology, synonyms are 
summarized into a term set (synset) [7]. 

(3) Attributive relations indicate which properties or utilization-types 
are ascribed to an object. The relation property indicates object 
properties, e.g., robustness and longevity. With the relation 
association concepts are connected to each other that have no 
lexical-semantic connection. Rather, they are related to each other 
on the basis of user experiences or usage types.   

(4) The type-token relation instance assigns real world examples or 
class representatives to classes, e.g., iPhone a respresentative for 
cell phones. 

2.2   Tool functionalities 

CROW is a web application providing a graphical user interface. The 
application enables the user to specify an ontology manually or to 
reload it from the storage; see Figure 1. Furthermore, a comment 
corpus can be selected or filtered by user name or time stamp. 
Different edge types illustrate different relation types. Various 

statistic scores for the underlying comments and the concept related 
terms are calculated and plotted. In addition to the overall number of 
comments, e.g., the document frequency (DF) including single concepts 
and combination of related concepts is computed. It shows the co-
occurrence of concepts in user discussions. For all related concepts, the 
correlation coefficient is calculated between the term frequencies (TF). 
The correlation strength is indicated by the color of the relation line 
according to a given color table; see Figure 1. These values support the 
user evaluating relevant blog comments and give an impression of the 
used terminology regarding MCS. Furthermore, users can use a 
particular  ontology  path   for  comment  extraction   according  to   the 
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Fig. 1. User interface and ontology visualization (CROW). 

statistical results and their interpretations. For instance, the correlation 
coefficient allows identification of how often different users use a 
synonym. Hence, the topic-selection can be refined and a blog 
comment corpus with high relevance to MCS terminology can be 
generated.  
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Two types of comment extraction options are provided: First, the 
intersection set of comments covers all comments including all 
concepts of the selected ontology path (sub ontology). Second, the 
union set of comments contains at least the occurrence of one concept 
in the selected sub ontology.  

3   BLOG COMMENT CORPUS 

For blog comment analysis, a set of approximately 166 thousand 
German blog comments posted from January 2008 to December 2009 
is considered. In a number of preprocessing steps, posted comments are 
bowdlerized from enclosing webpage elements, html-tags, and 
corresponding meta information, e.g., user name is extracted and added 
as metadata to the comment. Table 1 illustrates some statistics about 
the corpus collection, particularly, in terms of covered users and their 
blogging frequency. Comparing the statistical values for both years 
shows that the data corpus for 2008 and 2009 follows a very similar 
distribution. 

Table 1. Comment corpus statistics. 

 Data 2008 Data 2009 

Articles 1,252 1,289 
Comments 84,203 81,831 
Users 10,474 9,509 
#Comments per article 67 63 
#Comments per user 8 9 

For further analysis, we use the ontology-based corpus generation tool 
described in Section 2. Therefore, a specific topic of MCS is focused. 
As an example, we select the topic Handy (cell phone); the sub 
ontology is created manually and is part of the whole MCS ontology. 
This ontology is used to extract the MCS corpus. 
Based on the generated MCS corpus, all users are ranked in 

decreasing order according to their posting frequency. We assume that 
users who post regularly tend to develop their own writing style. 
Among these users non-standardized expressions, colloquial 
expressions, and emoticons are used more frequently. Moreover, 
grammar rules are violated more often than in comments posted by 
users that post only once or twice. Considering the posting frequency 
distribution, the 12 most active users are selected for further statistical 
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and linguistic analysis. The 3,249 comments of the 12 users form the 
analysis corpus with a total of 675,762 tokens. The sample corpus is 
used to identify and evaluate acceptance-relevant factors or user 
opinions considering the design of user devices, e.g., cell phones. 

4   ANALYSIS OF WRITING STYLE IRREGULARITIES 

Blog-specific writing styles lead to processing errors in NLP methods, 
e.g., POS tagging. Analysing and evaluating users’ writing styles aimes 
at enhancing NLP methods with respect to blog comment processing 
and, in particular, adapting existing approaches to the language in blog 
comments for automatic opinion extraction. To detect user opinions, all 
text characters, e.g., emoticons, are important. Hence, bowdlerizing 
comments is not a sufficient solution for our task. The goal is to 
investigate causes for decision errors in NLP methods and handle those 
text irregularities. 
Opinion detection in the field of text retrieval is still a challenging 

task [8,9]. Two different approaches are used for opinion detection and 
classification: First, machine learning-based approaches based on 
training data. And second, lexicon-based approaches, which use a 
lexicon of sentimental words, e.g., list of positive and negative words, 
provided by linguistic quantization and weightings [10,11].  

4.1.   User-specific statistical analysis 

In this section, some statistical analysis is performed to identify non-
standardized text-patterns in blog comments. We address the task of 
detecting different writing styles, which need to be considered for 
enhancing the accuracy of NLP methods. Blog comment users evaluate 
objects by using different non-standardized evaluative expressions. 
Therefore, we choose features according to three different types of 
writing style: 1) emoticon usage, 2) usage of colloquialisms, and 3) 
punctuation marks usage. Representatives or examples of the different 
expression types are counted by frequency, which is the basic and most 
popular feature set used in text classification and clustering tasks 
[11,12]. Consequently, we count the frequencies of all features. To 
make the results comparable, we normalize each feature value by the 
feature-specific maximum, determined over all users. 
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Fig. 2. User-specific emoticon usage. 

Emoticon usage. To measure the occurrence of emoticons, we count 
the six most common emoticons composed of two and three characters. 
Considering the goal of opinion extraction, three emoticons with 
positive expression (:D, :), :-) ) two ironic emoticons (;), ;-) ), and one 
emoticon with negative expression (:( ) are considered. Empirical 
results show that only 5 out of 70 (< 10%) users do not use any 
emoticons to express their opinion. Figure 2 shows the distribution of 
used emoticons for the first 12 users based on the comment corpus 
described in Section 3. 

Colloquialisms. A large amount of comment data shows that German 
grammar is generally not maintained. Users are very modest in using 
capitalization and produce numerous orthographical errors and letter 
transpositions. Furthermore, they tend to shorten words, e.g., ne, draus 
(hence), drum (therefore), and introduce new terms to express their 
opinions. Therefore, we suggest measuring the level of colloquialism 
and introduce a number of different features. 
Firstly, we use count of words features to create manually a small 

list of terms typically used in comments, e.g., lol, haha, hehe, nö, ne, 
naja. Secondly, we count the number of complete capitalized words 
and words where the first two letters are capitalized, e.g., TElefon. The 
second type of words has a high occurrence in user comments due to 
fast writing style. Since there are numerous capitalized acronyms where 
at least the first two letters  are capitalized,  e.g.,  WLAN,  UMTS,  GBit,  
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Fig. 3. User-specific colloquial expressions.  

this has to be considered in counting. Therefore, we construct a list 
with acronyms that are related to the context of MCS. Our data corpus, 
including articles and comments, serves as basic component to 
determine context-relevant acronyms. The list is generated 
automatically using some regular expressions. Finally, we count 
forgotten space characters after dots and commas, due to users’ 
carelessness. In order to avoid counting of digits, including commas or 
punctuations. Figure 3 shows the results. 

Punctuation usage. To describe the punctuation usage, we use 
frequency counts of various punctuation marks. Users disregard 
punctuations on one hand and introduce new ways of punctuation to 
express the intensity of their opinion on the other hand. Therefore, we 
distinguish between two types of punctuations: single punctuations 
used in the conventional manner according to the German punctuation 
rules and multiple punctuations which indicate evaluative utterances, 
e.g., ???, !!!, *, and ‘. Multiple punctuations are measured by counting 
bigrams and trigrams in the comment. The results are depicted in 
Figure 4. 

To measure the degree of irregularity, we consider all feature types 
together. Therefore, we sum up the feature values for each user. The 
result is depicted in Figure 5. 
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Fig. 4. User-specific punctuation usage. 

4.2.   User-specific evaluation style analysis  

Written user comments in weblogs are characterized by text type-
specific expressions and formulation styles, e.g., colloquial or ironic 
expressions. In Section 4.1 statistical analysis concerning the usage of 
specific non-standardized tokens/expressions is performed, whereas in 
this section evaluative expressions containing more than one word are 
analysed. The focus is to detect sequences of evaluative expressions in 
blog comments, which need to be considered for the extraction of user 
opinions. Some evaluative expressions are collected systematically and 
defined for the purpose of automatic processing.  
The blog comments are analysed manually using the content 

analysis software MaxQDA. The manual analysis is a necessary 
preliminary data investigation; the results form the linguistic 
knowledge basis for the subsequent automatical extraction of user 
evaluations. Each user comment of the corpus is sifted in order to 
identify evaluative expressions. If an evaluative expression is 
discovered, all relevant parts of the expression are marked and 
categorized according to the literature [13,14,15]. The text segments 
are assigned to the following categories: Noun phrase, I-sentence, 
dialection, weighting, irony, negation, onomatopoeia, idiom, 
relationalization, rhetorical question, and comparison.  
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Fig. 5. User ranking: grammatical accuracy combining all feature types. 

(1) Noun phrase: Expressions that consist of a valuing adjective and a 
noun;  

(2) I-sentence: Expressions that express the stance and attitude of the 
user; 

(3) Dialection: Expressions that are weakened or reinforced by 
question-answer phrases; 

(4) Weighting: Expressions, that indicate the weighting of the 
evaluation aspect or topic; 

(5) Irony: Expressions in which the writer says the opposite of what 
he means. Statements contrary to regular, shared knowledge and 
opinions of society; 

(6) Negation: Expressions that get a negative rating by using a 
negation particle; 

(7) Onomatopoeia: Expressions in the form of a loud imitation of a 
natural or other non-linguistic acoustic phenomenon; 

(8) Idiom: Evaluative expressions that consist of a language typical 
phrase; 

(9) Relationalization: Expressions that weaken an opinion or 
statement or put it into perspective; 

(10) Rhetorical question: Expression, in which a question is used to 
intensify an opinion; 
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(11) Comparison: Expressions, in which two or more objects or 
evaluation aspects are compared with each other. 

To ensure the reliability of the results, two independent coders 
analyze the comments. Lastly, the coders check their categorization 
results in order to reach coding agreement (intercoder reliability). The 
evaluation of the categorization results is performed numerically: the 
coding frequency for each type of evaluative expression and user are 
counted. The results of the analysis are summarized in Table 2. 

Table 2. Users with the highest number of evaluative expression and 
corresponding categories. 

  User 7 User 12 User 1 User 5 User 2 

#blog comments  370 39 475 316 418 
#tokens 12,3213 9,632 10,5764 53,364 53,148 

Noun phrase 15 2 2 14 6 
I-sentence 35 61 21 13 22 
Dialection 7 0 0 0 0 
Weighting 20 3 10 12 10 
Irony 15 37 8 2 5 
Negation 5 0 3 2 3 
Onomatopoeia 0 1 7 1 1 
Idiom 6 5 2 7 3 
Relationalization 4 0 1 2 7 
Rhetorical question 6 7 11 1 4 
Comparison 18 3 16 20 10 
  #Total codings 131 119 81 74 71 

 

Regarding Table 2, it is evident that users evaluate differently. 
Furthermore, the frequencies of evaluative expressions differ a lot. For 
instance, 39 comments of User 12 build only a small fraction of the 
corpus. Nevertheless, 119 evaluative expressions are identified in the 
user’s posted comments. Compared to the other users, User 12 
evaluates on MCS more frequently. The ratio between the amount of 
evaluative expressions and the number of analysed comments is in 
balance for the other users. Furthermore, we observe that there is a kind 
of user preference for the expression of certain evaluative expression 
types. While User 7, 12, and 5 most often use noun phrases, I-
sentences, weightings, and irony, users 1 and 2 use more frequently 
evaluative types like rhetorical questions. Examples 1 to 3 show a 
selection of user utterances from the analyzed corpus. 
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Ein Fass ohne Boden. / A bottomless pit. 
(Idiom, User 12) 

(1) 

Wo gibt es perfekte Geräte, die für alle genau richtig sind? / Where there 

are perfect devices that are just right for all? 
(Rhetorical question, User 1) 

(2) 

App Store liefert dann noch diverse "nice to have" Erweiterungen.  / App 

Store still provides several "nice to have" extensions. 
(Noun phrase, User 7) 

(3) 

Evaluative expressions like these cause processing errors. For instance, 
the idiom in (1) would not be recognized as a phrase. Instead, each 
word would be extracted and processed separately. In the same way, 
analysis and evaluation errors would occur for (2). Furthermore, the use 
of anglicism is problematic (3), since POS tagging tools do not reliably 
recognize foreign words. 

5   ENHANCEMENT OF POS TAGGING RESULTS 

A number of approaches aim at the enhancement of NLP methods by 
means of preprocessing with the goal to bowdlerize comments. Since 
we want to detect user opinions, all text characters, e.g., emoticons and 
multiple punctuations, are important for interpretation. Therefore, our 
approach does not remove characters but further enables NLP methods 
to handle such irregularities [16]. To analyze the accuracy of NLP 
methods applied to blog comments, we choose a POS tagger as an 
example. A POS tagger annotates every word with a POS tag and a 
lemma. A tool for automatic German text corpora annotation is the 
TreeTagger, developed at the University of Stuttgart [17]. The 
TreeTagger adds a POS tag according to the Stuttgart-Tübingen Tagset 
(STTS) and a lemma according to a special lexicon to each word [17].  
In our approach, the TreeTagger is improved by using a blog-

specific lexicon (BS lexicon) as well as a topic-specific lexicon (MCS 
lexicon). The BS lexicon contains blog-specific expressions and is 
created according to the results of sections 4.1 and 4.2. Analysing the 
POS tagging results without the BS lexicon shows that comments 
indeed suffer from a high number of incorrect POS tags and unknown 
lemmas, but the results for neighboring words in the same sentence are 
not negatively affected. Hence, integrating blog-specific expressions by 
means of a lexicon enhances POS tagging results. Table 3 shows a 
tagged sentence part starting with a word not contained in the lexicon. 
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Table 3. Extract of the tagged corpus. 
Incorrect POS tags are marked with a frame. 

 Without auxiliary lexicon   With auxiliary lexicon   

Token POS tag Lemma POS tag Lemma 

Hmm NN <unknown> ITJ Hm 

, $, , $, , 

komisch ADJD komisch ADJD komisch 

dass KOUS dass KOUS dass 

ich PPER ich PPER ich 

[...]     

HSDPA      NN <unknown> NE HSDPA 

und KON und KON und 

EDGE NN <unknown> NE EDGE 

Sender NN Sender NN Sender 

The example shows that the colloquial expression Hmm does not affect 
the POS tagging results in the remaining sentence. Thus, it is sufficient 
to define the term in the BS lexicon. Tagging results considering the 
MCS and BS lexicon are shown in the right part of the table. The MCS 
corpus is used to create the auxiliary lexica, whereas the comments 
posted by the selected 12 users are not considered. Moreover, the 
selected comments of the 12 users serve as a test sample for lexicon 
evaluation. Finally, the lexicon contains about 2,000 topic-specific 
terms related to MCS [18]. The MCS lexicon works as an auxiliary 
lexicon and complements the embedded standard lexicon of the 
TreeTagger.  
The evaluation part (a test sample of about 3,500 comments and 

390,000 token) is tagged with (a) and without (b) using the MCS 
lexicon and BS lexicon. As a result, the mean number of tagging errors 
dropped from (a) 9.44% to (b) 7.58% (mean value). Table 4 illustrates 
the improvements that are achieved. 
In the first column of Table 4, the error rates applying the standard 

TreeTagger are shown. The ranking according to these error rates is 
strongly related to the ranking shown in Figure 4, which confirms our 
assumption that the POS tagging accuracy is strongly related to the 
degree of irregularity in users’ writing style. Furthermore, in the 
rightmost  column  the improvements  for  different  users  are depicted.   
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Table 4. User-specific POS tagging results (in %). 

Tagging Error Rates 

 
without 

auxiliary lexica 
with 

auxiliary lexica 

Improvement 

User 1 7.64 5.95 1.69 
User 2 9.69 6.91 2.78 
User 3 12.15 9.09 3.06 
User 4 9.32 7.87 1.45 
User 5 12.20 10.16 2.04 
User 6 8.74 6.68 2.06 
User 7 7.91 5.91 2.00 
User 8 8.59 7.23 1.34 
User 9 10.64 8.71 1.93 
User 10 11.22 8.52 2.70 
User 11 10.36 8.35 2.01 
User 12 7.98 6.90 1.08 

Average 9.7 7.69 1.86 

For some users, a very high improvement in the tagged data is achieved 
when using the auxiliary lexica (e.g. User 3, User 10); in contrast, the 
tagged results of other users change little (e.g. User 9, User 12). In 
total, the tagging accuracy for each user is improved. 

6   DATASET GENERATION 

The overall goal of this work is to extract user opinions from comments 
and to generate suitable datasets for the integration into an acceptance 
model. By means of the ontology-based corpus generation tool, some 
user comments dealing with user devices (cell phones) as a sub-topic of 
MCS are extracted. With respect to the results in Sections 4.1 and 4.2, 
the extracted user comments are evaluated with the aim of creating 
user-specific datasets. Table 5 depicts dataset examples for two users 
evaluating five components of particular user devices. For 
representation of acceptance strength, we choose a scale from 1 (low 
acceptance) to 6 (high acceptance). The mapping is performed 
according to used features described in Section 4.1, e.g., emoticons or 
multiple exclamation points, and evaluative expressions listed in 
Section 4.2. Value -99 denotes that no information on the stated issue is 
available. Furthermore, interpreting user expressions allows for the 
extraction of some demographic information; see Table 5, column 2.  
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796 
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7   CONCLUSION  

In this work, we presented a study of text type-specific writing styles in 
blog comments to identify causes for NLP decision errors. By means of 
an ontology tool, a topic-specific blog comment corpus is created. 
Based on this corpus, we perform an analysis of text type-specific 
linguistic phenomena such as punctuation marks, emoticon usage, and 
colloquial expressions. Results show that the degree of grammatical or 
stylistic irregularity in blog comments differs significantly for different 
users. As an example for NLP methods, TreeTagger results based on 
comments for 12 different users are presented and discussed. 
Combination of the TreeTagger with topic- and blog-specific lexica 
enhances the tagging results for blog comments. The results show that 
the error rates as well as improvements are strongly related to the 
degree of irregularity in the users’ writing style. 
Nevertheless, further improvement, particulary with respect to 

opinion detection in blog comments, is desirable. A still unsolved task 
is the correct tagging of emoticons and multiple punctuation marks, 
which is crucial for opinion detection. Therefore, the adaption of the 
tokenizer is necessary and new training of the TreeTagger with 
annotated blog comments is required. Future work will further enhance 
POS tagging results for blog comments. Moreover, a gold standard for 
blog comments will be created. 
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2 Universidade de Évora and CENTRIA, Portugal

ABSTRACT

The increase in web popularity has created the demand for sys-
tems that help the users find relevant information easily. Question
Answering systems made it possible to ask questions and retrieve
answers using natural language queries, rather than the keyword-
based retrieval mechanisms used by current search engines. In
this paper we propose a Cooperative Question Answering Sys-
tem that integrates natural language processing, ontologies and
information retrieval technologies in a unified framework. It ac-
cepts natural language queries and is able to return a cooperative
answer based on semantic web resources. Our system resorts to
ontologies not only for reasoning but also to find answers and is
independent of prior knowledge of the semantic resources by the
user. The natural language question is translated into its seman-
tic representation and then answered by consulting the semantics
sources of information. The system is able to clarify the problems
of ambiguity and helps finding the path to the correct answer.
If there are multiple answers to the question posed, they will be
grouped according to their semantic meaning, providing a more
cooperative answer to the user.

KEYWORDS: Natural Language, Ontology, Question Answering,
Semantic Web

1 INTRODUCTION

The tremendous development in information technology led to an explo-
sion of data and motivated the need for powerful yet efficient strategies
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for data mining and knowledge discovery. Ontologies and the semantic
web [1] became a fundamental methodology to represent the concep-
tual domains of knowledge and to promote the capabilities of seman-
tic question answering systems [2]. These systems by allowing search in
the structured large databases and knowledge bases of the semantic web
can be considered as an alternative or as a complement to the current
web search. In ontology-based question answering system, the knowl-
edge based data, where the answers are sought, has a structured organiza-
tion, the question answer retrieval of ontology knowledge base provides
a convenient way to obtain knowledge for use, but the natural language
need to be mapped to the query statement of ontology.

There is a gap between users and the semantic web: it is difficult
for end-users to understand the complexity of the logic-based semantic
web. Therefore it is crucial to allow a common web user to profit from
the expressive power of semantic web data models while hiding its po-
tential complexity. There is a need for user-friendly interfaces that scale
up to the web of data and support end-users in querying this heteroge-
neous information source. Consistent with the role played by ontologies
in structuring semantic information on the web, ontology-based question
answering systems allows us to exploit the expressive power of ontolo-
gies and go beyond the usual “keyword-based queries”.

The increase in web popularity has created the demand for systems
that help the users find relevant information easily. Question Answer-
ing systems made it possible to ask questions and retrieve answers using
natural language queries, rather than the keyword-based retrieval mecha-
nisms used by current search engines. Question answering systems pro-
vide concise answers to natural language questions posed by users in their
own terminology [3]. Those answers must also be in natural language in
order to improve the system’s usability and provide a better user friendly
interface.

In this paper we propose a cooperative question answering system
that receives queries expressed in natural language and is able to return
a cooperative answer, also in natural language, obtained from resources
on the semantic web (ontologies and OWL2 descriptions). The system
starts a dialogue whenever there is some question ambiguity or when
it detects that the answer is not what the user expected. Our proposal
includes deep parsing, use of ontologies and other web resources such
as the WordNet [4] and the DBpedia [5]. (Deep parsing is directly based
on property grammars. It consists, for a given sentence, in building all
the possible subsets of overlapped elements that can describe a syntactic
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category. A subset is positively characterized if it satisfies the constraints
of a grammar.)

Our goal is to provide a system that is independent of prior knowl-
edge of the semantic resources by the user and is able to answer coop-
eratively to questions posed in natural language. The system maintains
the structure of the dialogue and this structure provides a context for the
interpretation of the questions, includes implicit content such as spatial
and temporal knowledge, entities and information useful for the seman-
tic interpretation, like discourse entities used for anaphora resolution, on
finding what an instance of an expression is referring to.

This paper is organized as follows. First, in Section 2, we present a
brief overview on cooperative question answering and some related work,
highlighting the main differences to the proposed system.

Afterwards, in Section 3, we introduce the proposed system, describ-
ing the main components of its architecture. In parallel, we present an
example as an illustration of the system functionality. Finally, in Section
4, we present the conclusions and the future work.

2 A BRIEF OVERVIEW ON COOPERATIVE QUESTION ANSWERING
AND RELATED WORK

Question answering may be seen as the task of automatically answering
a question posed in natural language. To find the answer to a question, a
question answering system may use either a pre-structured database or a
collection of natural language documents. Therefore, a question answer-
ing system provides precise answers to user questions by consulting its
knowledge base.

In order to provide users with accurate answers, question answering
systems need to go beyond lexical-syntactic analysis to semantic analy-
sis and processing of texts and knowledge resources. Moreover, question
answering systems equipped with reasoning capabilities can derive more
adequate answers by resorting to knowledge representation and reasoning
systems like Description Logic and Ontologies.

A query language for OWL based on Prolog is presented in [6]. The
author proposes a way of defining a query language based on a fragment
of Description Logic and a way of mapping it into Prolog by means of
logic rules. An illustration of a question answering system for the Por-
tuguese language that uses the web as a database, through meta-search on
conventional search engines can be seen in [7]. This system uses surface
text patterns to find answers in the documents returned by search engines.
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Another example of a question answering system where domain knowl-
edge is represented by an ontology can be found in [8]: it is presented
an interface system for question answering Chinese natural language that
runs through a natural language parser. In [9], the author illustrate the ca-
pabilities for cooperative response generation implemented in Artificial
Intelligence systems.

PowerAqua [10] is a multi-ontology-based question answering sys-
tem that takes as input queries expressed in natural language and is able
to return answers drawn from relevant distributed resources on the se-
mantic web. PowerAqua allows the user to choose an ontology and then
ask natural language queries related to the domain covered by the ontol-
ogy. The system architecture and the reasoning methods are completely
domain-independent, relying on the semantics of the ontology, and the
use of generic lexical resources, such as WordNet.

A cooperative answer [11] to a query is an indirect answer that is
more helpful to the user than a direct, literal answer would be. A co-
operative answer may explain the failure of a query to produce results
and/or suggest follow-up queries. In the case where a query does produce
results, a cooperative answer may provide additional information not ex-
plicitly requested by the user. Cooperative answers arose in the context of
natural language question answering and they were originally motivated
by the desire to follow the conventions of human conversation in human
machine interactions performed in natural language.

Advanced reasoning for question answering systems raises new chal-
lenges since answers are not only directly extracted from texts or struc-
tured databases but also constructed via several forms of reasoning in or-
der to generate answer explanations and justifications. Integrating knowl-
edge representation and reasoning mechanisms allow, for example, to re-
spond to unanticipated questions and to resolve situations in which no
answer is found in the data sources. Cooperative answering systems are
typically designed to deal with such situations by providing useful and in-
formative answers. These systems should identify and explain false pre-
suppositions or various types of misunderstandings found in questions.

The representation of questions with generalized quantifiers as in [12]
allows the use of various natural language quantifiers like all, at least 3,
none, etc. Moreover, the question evaluation also resorts to logic pro-
gramming with constraints.

In [13] we find a declarative approach to represent and reason about
temporal contextual information. In this proposal each question takes
place in a temporal context and that context is used to restrict the answer.



PUZZLE OUT THE SEMANTIC WEB SEARCH 95

The fundamental techniques for computing semantic representations
for fragments of natural language and performing inference with the re-
sult are presented in [14]. The primary tools used are first-order logic and
lambda calculus, where all the techniques introduced are implemented in
Prolog. The authors also show how to use theorem provers and model
builders in parallel to deal with natural language inference.

An overview of cooperative answering in databases is presented in
[15]. A logic-based model for an accurate generation of intensional re-
sponses within a cooperative question answering framework is proposed
by the author of [16]. The author developed several categories of inten-
sional forms and a variable-depth intensional calculus that allows for the
generation of intensional responses at the best level of abstraction and
shows that it is possible to generate natural responses on a template ba-
sis.

The same author in [17] presents an approach for designing a logic
based question answering system, WEBCOOP, that integrates knowl-
edge representation and advanced reasoning procedures to generate co-
operative responses to natural language queries on the web. This project
was developed on a relatively limited domain that includes a number
of aspects of tourism (transportation) and requires the development of
a knowledge extractor from web pages (similarly to a knowledge extrac-
tor operating on passages resulting from an information retrieval compo-
nent) and the elaboration of a robust and accurate question parser. The
responses provided to users are built in web style by integrating natural
language generation techniques with hypertexts in order to produce dy-
namic responses. Natural language responses are produced from semantic
forms constructed from reasoning processes.

Our proposal is a friendly, simple and cooperative question answering
system. The main difference is the cooperative way that it obtains and an-
swers the natural language questions posed by the user. We interact with
the user in order to disambiguate and/or to guide the path to obtain the
correct answer to the query posted, whenever this is possible to do by
the reasoner. We also use cooperation to provide more informed answers.
The answers is presented in natural language and have to clarify what the
system can infer about the question from the knowledge domain. There-
fore, the cooperative answer provided by our system has to explain the
failure of a query to produce results and/or suggest follow-up queries. In
the case where a query does produce results, the cooperative answer gen-
etrated by our system will provide additional information not explicitly
requested by the user.
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3 THE PROPOSED SYSTEM ARCHITECTURE

This section presents the architecture and functionality of our system.
In the system model the main components are: Semantic Interpretation,
Ontology Discovery, Semantic Evaluation and Discourse Controller.

Very briefly, the proposed system receives a natural language question
and translates into a semantic representation using Discourse Represen-
tation Structures3 (DRS). Then, after consulting the semantics sources
of information, provides a natural language answer. If there are multiple
answers to the question posed (or to the similar questions for which DB-
pedia contains answers), they will be grouped according to their semantic
meaning, providing a more cooperative, informative and clear answer to
the user. Therefore, we consider that our system provides a user friendly
interface.

The framework to develop our system was Prolog with several ex-
tensions and libraries. Among the reasons for such choice is the fact
that there is a wide range of libraries for querying and processing of on-
tologies OWL2, WordNet has an export for Prolog and there are exten-
sions that allow us to incorporate the notion of context into the reasoning
process. Moreover, Wielemaker [18] provides a study for query transla-
tion and optimization more specifically the SeRQL RDF query language,
where queries are translated to Prolog goals, optimized by reordering lit-
erals. Finally, in [19] the authors describe how to develop a semantic web
application entirely in Prolog.

Our system architecture is presented in Figure 1 and to help its under-
standing we describe the main components in the following subsections.

3.1 The Semantic Interpretation Module

Semantic analysis (or interpretation) is built using first-order logic [20]
extended with generalized quantifiers [21]. We take special care with the
discourse entities in order to have the appropriate quantifier introduced
by the determinant interpretation. At this step, the syntactic structure of
the question is rewritten into a DRS, that is supported by Discourse Rep-
resentation Theory [22].

3 For us a DRS is a set of referents, universally quantified variables and a set of
conditions (first-order predicates). The conditions are either atomic (of the type
P (u1, ..., un) or u1 = u2) or complex (negation, implication, disjunction,
conjunction or generalized quantifiers).
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Fig. 1. Question Answering System Architecture

The implementation of this component follows an approach similar
to the one for constructing a question answering system over documents
databases proposed in [23]. The system consists of two separated mod-
ules: preliminary analysis of the documents (information extraction) and
processing questions (information retrieval). This system is looking for
processing the corpus and the questions, supported by theories of com-
putational linguistics: syntactic analysis (grammatical restrictions) using
deep parsing, followed by semantic analysis using the theory of discourse
representation and finally the semantic (pragmatic) interpretation using
ontology and logical inference.

As an illustration, consider the question ”All French romantic writers
have died?”. The syntactic analysis generates a derivation tree, obtained
from grammatical interpretation, that is rewritten according to a set of
rules and integrated into a DRS, expressed in Prolog facts. In our study,
it is stated by the following representation structure:

drs([all-X, exist-Y],
[writer(Y), french(Y), romantic(Y), die(X)],

[is(X,Y)]).

where the referent of the discourse is all-X, with X being a univer-
sally quantified discourse entity; the main predication of the question is
is(X,Y); the presupposed predications are writer(Y), french(Y),
romantic(Y), die(X), with Y being an existential quantified dis-
course entity. The system has to find and check, for those entities Y that
verify all the question presupposed conditions, if all entities X (that are
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entities Y) verify the main predication condition. If this is true, the answer
to the question will be affirmative and, in order to provide a more infor-
mative answer, the system also present a list with all french, romantic,
writers resource entities that died.

3.2 The Ontology Discovery Module

The Ontology Discovery is guided by the Discourse Controller to obtain
the extension of sentence representation along with the reasoning process.
The reasoning context and the question meaning will change whenever
the Discourse Controller reaches a dead end.

This system module looks for similarities between labels according to
their string-based, taking into account abbreviations, acronyms, domain
and lexical knowledge. To maximize recall, the ontology search looks for
classes, properties or instances that have labels matching a search term
either exactly or partially and, if an answer is not achieved, each term
in the query is extended with its synonyms, hypernyms and hyponyms
obtained from WordNet [24]. Afterwards we extract a set of semantic
resources which may contain the information requested.

Continuing the example of the previous section, in order to obtain
the extension of sentence representation along the reasoning process, the
system has to find the classes, properties or instances that have labels
matching the search terms “writer”, “french”, “romantic” and “died”, ei-
ther exactly or partially.

For instance, concerning the term “writer”, the system finds the DB-
pedia class Writer,4 with property domain Work and domain range
Person. These domains inform the system of the class properties and
can confirm whether this is related with the question, if not will be thrown
away and a new search will be made. For instance, at the grammatical in-
terpretation step, one of the presupposition found was that the entities
that verify the question have to be persons. So, if the class Writer,
does not have a relation with the class Person, or can’t be applied to
persons, at the phase of semantic interpretation it wouldn’t be added
to the set of facts that represent the information provided by the ques-
tion and wouldn’t be considered in the construction of the answer. The
DBpedia class birthPlace5 (an entity of type ObjectProperty,
with property domain Person and domain range Place) that repre-
sents the place where some person was born, can represent the term

4 http://dbpedia.org/ontology/Writer
5 http://dbpedia.org/ontology/birthPlace
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“french”. This term is also interpreted as a “person of France” and has
as a direct hypernym the term “country” (obtain from WordNet), so the
system also has to find the classes, properties or instances of all simi-
lar meanings to the initial term that could lead the system to the correct
answer. Regarding the term “romantic”, the system finds the DBpedia re-
source Romanticism6 (an entity of type Thing, an instance of prop-
erty movement 7). Finally, the DBpedia has a class deathDate 8 (an
entity of type DatatypeProperty, with property domain Person
and domain range date) that represents the death date of a person. The
relation between the terms “die” and “death” can be made by searching
the WordNet, where the term “die” can be interpreted as a “decease,” that
in turn have as synonym the term “death”.

The next step is the construction of query(ies) needed to verify the
initial question. If the question does not have an answer, a set of similar
questions is constructed. Querying the WordNet, the system obtains sim-
ilar terms to those that compose the initial question. This set of similar
questions will enrich the knowledge domain and helps the interpretation
of the original question or in the construction of its answer. If this set of
new questions leads the system to different answers, we are in the pres-
ence of an ambiguity and the user is invoked to clarify it. If the system
did not find any correspondence to a word and its derivatives, the user
is informed and can clarify the system by reformulating the question or
presenting other query(ies).

3.3 The Semantic Evaluation Module

Semantic evaluation is intended to be the pragmatic evaluation9 step of
the system, where the question semantic is transformed into a constraint
satisfaction problem. This is achieved by adding conditions that constrain
the discourse entities. Moreover, this extra information (regarding the
question interpretation) can help the Discourse Controller to formulate
a more objective answer.

6 http://dbpedia.org/resource/Romanticism
7 http://dbpedia.org/property/movement
8 http://dbpedia.org/ontology/deathDate
9 The pragmatic evaluation is the capability of to judge or calculate the quality,

importance, amount or value of problems solutions that are solved in a realistic
way which suits the present conditions rather than obeying fixed theories, ideas
or rules.
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The semantic evaluation must reinterpret the semantic representation
of the sentence based on the ontology considered in order to obtain the set
of facts that represent the information provided by the question. There-
fore, the process responsible for the semantic evaluation receives the DRS
of the question and interprets it in a knowledge base with rules derived
from the ontology and the information contained in the knowledge base
like DBpedia and WordNet.

Back to our example, to solve the constraint problem the Dialogue
Controller generates and poses questions such “Who are the French ro-
mantic writers?” to the question answering system, whose representation
structure is

drs([wh-X,exist-Y],
[writer(Y), french(Y), romantic(Y), person(X)],

[is(X,Y)]).

First and according to the domain knowledge, the interpreter will
transform the conditions of the DRS into OWL, i.e., will construct the
relative conditions based on the ontology. For instance, the condition
ontology writer will represent the DRS condition writer. There-
fore, the new representation structure10 for the question is

drs([wh-X,exist-Y],
[ontology_writer(Y), ontology_french(Y),

ontology_romantic(Y), ontology_person(X)],
[is(X,Y)]).

After obtaining this new set of DRS, the terms of the ontology will
be interpreted as usual Prolog predicates. Then, by applying the unifi-
cation mechanism of Prolog the system will obtain the following enti-
ties that verify the question: Francois-Rene de Chateaubriand, Alphonse
de Lamartine, Alfred de Musset, Victor Hugo and Henri-Marie Beyle,
Stendhal.

3.4 The Discourse Controller Module

The Discourse Controller is a core component that is invoked after the
natural language question has been transformed into its semantic repre-
10 The condition ontology term represents the class, property or instance

in the ontology that is the meaning of the term. If the interpreter has more
than one possible ontology conditions for each term then will get several DRS
rewritten with the terms of the ontology.
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sentation. Essentially the Discourse Controller tries to make sense of the
input query by looking at the structure of the ontology and the infor-
mation available on the semantic web, as well as using string similarity
matching and generic lexical resources (such as WordNet).

In Figure 2, we represent the architecture of the Discourse Controller.
In outline, after transforming the natural language question into its se-
mantic representation the Discourse Controller is invoked and controls
all the steps until the end, i.e until the system can return an answer to
the user. More specifically, the Ontology Discover is invoked in order to
provide the extension of sentence representation. If the ontology repre-
sentation of a term is not found, the Discourse Controller is alerted and
the user is called to clarify it. When the extension of the sentence repre-
sentation is complete, the Discourse Controller adds to his knowledge a
set of semantic resources.

Afterwards, the Semantic Evaluation is invoked. In this step, the ques-
tion semantic is transformed into a constraint satisfaction problem, by
adding conditions that constraint the discourse entities. This extra infor-
mation can help the Discourse Controller to formulate a more objective
answer. If in the interpretation of all the information leads the Discourse
Controller to an empty answer or to multiple answers, the user is called
to clarify it and may be necessary to re-invoke the Ontology Discover.
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The process is finalized when the Discourse Controller is able to return
an answer to the question posed by the user.

The Dialogue Controller deals with the set of discourse entities and is
able to compute the question answer. It has to verify the question presup-
position, choose the sources of knowledge to be used and decide when the
answer has been achieved or to iterate using new sources of knowledge.
The decision of when to relax a question in order to justify the answer
and when to clarify a question and how to clarify it also taken by in this
module.

Whenever the Discourse Controller isn’t sure how to disambiguate
between two or more possible terms or relations in order to interpret a
query, it starts a dialogue with the user and asks him for disambiguation.
The clarification done by the user will be essential for the Discourse Con-
troller, this way obtaining the right answer to the query posed by the user.
For instance, the question “Where is the Taj Mahal?”, ’Taj Mahal’ could
be mapped into the name of a Mausoleum, a Casino Hotel or an Indian
Restaurant and only the user can clarify about the intended meaning. The
more cooperative and interactive the Discourse Controller is, the closer it
will be to the correct answer.

Another important aspect of the Discourse Controller is to provide a
friendly answer to the user. The answer should be as close as possible to
the natural language. For instance, the question answering system has to
respond “yes” or “no” when the user posed the query “Is Barack Obama
the President of the USA?”. In this case, the answer will be “yes”. How-
ever, the answer must be more informative for the user. Some concepts
are defined in the temporal context, even if implicitly, and the answer
should be more clear and informative. For instance, the term ’President’,
in the context of the question, is defined as the title of head of state in
some republics and has an associated duration for the mandate, a start
date (date of election, date on taking office), and an end date of the man-
date. So the answer to the question “Is Barack Obama the President of the
USA?” should be “Yes, Barack Obama is the actual President of USA”,
that is more cooperative and informative.

For the cases where the answer to a question of type Yes/No is “No”,
the Discourse Controller will return a complete answer, clarifying the
negation. If we consider the question “All the capitals of Europe have
more than 200,000 inhabitants?” that has a “No” as an answer, the system
will construct the proper answer that clarify the user and will return “No,
9 capitals of Europe have less than or equal to 200,000 inhabitants”.
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If there are multiple answers to the question posed by the user (or to
the similar questions for which DBpedia contains answers), they will be
grouped according to their semantic meaning, providing a more cooper-
ative and clean answer to the user. To do so, the discourse controller has
to reason over the question and construct the answer. For the question
”Where is the Taj Mahal?”, the user is called to clarify the system about
the ambiguity of the question: Taj Mahal is a Mausoleum, a restaurant or
Casino Hotel; and consider that the user is not able to clarify it or he sim-
ply wants that the system returns all possible answers. When the system
has all the answers to all possible interpretations for the question posed
by the user, the Discourse Controller will list the answer according to
their semantic meaning:

Mausoleum Taj Mahal is in Agra, India
Casino hotel Taj Mahal is in Atlantic City, NJ,

USA
Indian Restaurant Taj Mahal is in New Farm,

Brisbane, Australia
Indian Restaurant Taj Mahal is in 7315 3rd Ave.,

Brooklyn, NY, USA

Our dialogue system has as main objective the use of interaction to
obtain more objective and concrete answers. It is not used only to clarify
the problems of ambiguity, but also to help finding the path to the correct
answer. Making the dialogue system more cooperative makes one able to
get closer to the answer desired by the user. In many cases, the user is the
only one who can help the system in the deduction and interpretation of
information.

4 CONCLUSIONS AND FUTURE WORK

We presented a proposal of a cooperative semantic web question answer-
ing system that receives queries expressed in natural language and is able
to return a cooperative answer, also in natural language, obtained from
semantic web resources (ontologies and OWL2 descriptions). The sys-
tem is able of dialoguing when the question has some ambiguity or when
it detects that the answer is not what user expected. Our proposal includes
deep parsing and the use of ontologies and other web resources such as
the WordNet and the DBpedia.
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As future work, we intend to answer questions that are more elabo-
rate and/or more difficult. Moreover, we also plan to extend to the Por-
tuguese natural language. For this purpose it will be necessary to enrich
the knowledge domain with concepts that may be deduced from the ini-
tial domain. Although the system is intended to be domain independent, it
will be tested in a number of domains, with special relevance to the wine
and the movies, since for these fields there are many resources available
in the semantic web. We also plan to build a DRS generator, that builds
the question semantics and retains additional information that allows the
Discourse Controller to provide a more adequate and informed answer.
We contemplate about enlarging the knowledge base with other ontolo-
gies in order to support open domain question answering and take advan-
tage of the vast amount of heterogeneous semantic data provided by the
semantic web.
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ABSTRACT 

Designing an efficient Information Retrieval System (IRS) is 

still a big challenge and an open research problem. To over-

come some of the problems of Information retrieval system, re-

searchers have investigated query expansion (QE) techniques 

to help users in formulating better queries and hence improve 

efficiency of an Information Retrieval System. The scope of this 

work is limited to Pseudo Relevance Feedback based Query 

Expansion. Most of the work done   in Pseudo Relevance Based 

Automatic query expansion is based on selecting the terms us-

ing co-occurrence based measures, which has some inherent 

limitations. Keeping in view limitations of co-occurrence based 

query expansion; we have tried to explore the utility of lexical 

based measures for expanding the query. This paper investi-

gates the use of query expansion based on lexical links and 

proposes an algorithm for Lexical Cohesion Based Query Ex-

pansion (LCBQE).  Based on theoretical justification and    in-

tensive experiments on TREC data set, we suggest that lexical 

based methods are at least as good as co-occurrence based 

measures and in some cases may work better than co-

occurrence based measures. Depending on the nature of query, 

lexical based measures have great potential for improving the 

performance of an information retrieval system.  

KEYWORDS: Information Retrieval System, Pseudo Relevance 

Feedback, Automatic Query Expansion, Lexical Cohesion, 

Lexical Links. 
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1 INTRODUCTION 

An information retrieval system (IRS) is built to satisfy needs of a wide 

variety of users. Main objective of an IRS is to return maximum num-

ber of relevant documents corresponding to the user query, while re-

trieving minimum number of non relevant documents. However there 

are many problems in designing efficient IRS such as subjectivity, 

word mismatch problem and short query. Query expansion has been 

widely investigated as a method for improving the performance of in-

formation retrieval [8,11,12,18]. Theoretically, after query expansion, 

the performance of an IRS should improve. But practically, this is not 

always the case. Expanding a query may sometimes introduce a risk of 

query drift, in which the topicality of the original query may be 

changed, taking search into a different direction. Therefore a thorough 

research in Field of Query expansion is desired.   

Automatic Query Expansion (AQE) refers to techniques that modify 

a query without user assistance. We have worked on automatic Query 

Expansion using Pseudo Relevance Feedback (PRF) which is similar to 

user relevance feedback but might be done without assistance from the 

user. (i.e., the approach might be fully automatic) [6]. A PRF based 

Automatic Query Expansion assumes that the top documents returned 

by the initial query are relevant (“pseudo-relevance feedback”) and 

expansion terms are extracted from these top-ranked documents.  Most 

of the work done in PRF based automatic query expansion is based on 

selecting the terms using co-occurrence based measures, which has 

some inherent limitations. 

Keeping in view these limitations we tried to explore the use of lexi-

cal cohesion based methods for query expansion. The aim of this work 

was twofold:  to understand the relationship between two document 

properties: its lexical cohesion and relevance to a query, secondly  to  

investigate whether words that form lexical (cohesive) links between 

the contexts of query term instances in a document are also good query 

expansion (QE) terms.   

The paper is organized as follows: in the next section (Section 2) ba-

sics of lexical cohesion and related terminology is introduced. In Sec-

tion 3, the application of lexical cohesion for PRF based Automatic 

Query expansion is discusses and an algorithm for the same is pro-

vided. Section 4 presents experiments and their results. These results 

are analyzed thoroughly to evaluate the effectiveness of proposed 
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method. Finally, Section 5 is dedicated for conclusion and provides 

suggestions for future work. 

2 LEXICAL COHESION AND RELATED TERMINOLOGY 

Lexical Cohesion is the cohesion that arises from semantic relation-

ships between words.  Segments of text, which are about the same or 

similar subjects, have higher lexical cohesion, i.e., share a larger num-

ber of semantically related or repeating words, than unrelated segments. 

The strength of lexical cohesion between two words can be useful in 

determining whether words are used in related contexts. Hence lexical 

cohesion has been used in identifying collocates. Sinclair and Jones 

[14] were the first to attempt corpus-based analysis of collocations 

based on lexical links. The major notions of collocation analysis were 

introduced in Sinclair [13] and systemized further in terms of  'node', 

'collocate', ‘window’ and 'span'. A 'node' is defined as "an item whose 

total pattern of co-occurrence with other words is under examination".  

While a ‘collocate’ is “any item which appears with the node within a 

specified window.” The term ‘span’ is used to refer to the stretch of 

text (with a predefined window size) around the node within which 

words are considered to be its collocates.  

The identified collocates, as discussed above can be used to find the 

links between the words. Hoey used the term 'link' to denote an in-

stance of repetition. A single instance of a lexical cohesive relationship 

between two words is usually referred to as a lexical link [1,5,9]. A 

lexical link is a relationship between two instances of the same lexeme 

(simple lexical repetition), its morphological derivatives (complex lexi-

cal repetition) or semantically related words (such as hyponyms, syno-

nyms, meronyms, etc). 

3 PSEUDO RELEVANCE FEEDBACK BASED QUERY EXPANSION 

BASED ON CO-OCCURRENCE AND LEXICAL COHESION  

3.1 Co-Occurrence based Query Expansion 

In the majority of works on pseudo-relevance feedback-based auto-

matic query expansion, co-occurrence based approach has been used 

for selecting query expansion terms. These are the terms that are most 
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frequently co-occurring with the query. Co-occurrence aspects can be 

captured in different ways. Two methods for extracting terms are used 

in this paper: one is based on Jacquard coefficient of co-occurring 

terms and another based on frequency of co-occurring terms [10]. 

The in depth analysis of co-occurrence based query expansion shows 

mix chances of success or failure.  Thus major drawbacks of co-

occurrence based automatic query expansion were investigated. One of 

the important limitations of co-occurrence based query expansion is 

that it selects frequently used terms for expansion. A frequently occur-

ring term generally does not allow discriminating between relevant and 

irrelevant documents, so it is not good for expansion. If the co-

occurring terms are selected from top ranked documents, discrimination 

does occur to a certain extent. However still there are chances that a 

term that is frequent in top n relevant documents is also frequent in 

entire collection.  

Another limitation of co-occurrence based measure is that terms co-

occurring with individual query terms are selected first. These results 

are then combined to select final expansion terms. In such cases if some 

query term dominates, most of the co-occurring terms may come from 

subset of these terms. In most of the cases it may be desirable to select 

those terms which are co-occurring with most of the query terms and at 

different instances of occurrence of query terms. This aspect can be 

captured by lexical links. Therefore, motivation of this work was to 

explore the use of lexical links for automatic query expansion.  

3.2 Query Expansion based on Lexical Links 

Lexical links [1,5,9] have been found useful in finding words that are 

related in certain context. However, most of the IRSs make use of lexi-

cal relations to a limited extent. The basic research question of this 

work is whether the use of lexical cohesion and lexical links for query 

expansion can improve performance of information retrieval. The use 

of lexical cohesion for query expansion is based on following intuition. 

A user query is likely to describe a relevant topic. Therefore in a rele-

vant document terms correspond to same topic and they tend to cohere 

with each other and have similar collocation environment. Whereas in a 

non-relevant document, the occurrence of these query terms is not mo-

tivated by the presence of a relevant topic, but due to other factors, 

therefore they are less likely to occur in the same semantic context.  
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The query expansion methods presented in this paper rely on the 

method of calculating lexical cohesion between query terms’ contexts 

in a document introduced by Vechtomova [16, 17]. In Vechto-

mova [16] it was suggested that simple lexical repetition alone per-

formed as well as the use of repetition plus semantically related words 

(determined using Word Net).Their observation was that much differ-

ence was not found in the above two cases. Therefore in this work, 

simple lexical repetition is used to identify the lexical links. 

Our main interest was in finding those terms from the top N relevant 

documents which are lexically cohesive to the context of query terms.  

Lexical cohesion between query terms’ contexts is calculated by count-

ing the number of lexical links between them. The context of a query 

term in a document is defined as a set of stemmed non-stop terms ex-

tracted from fixed-sized windows around each occurrence of the query 

term in the document. All the context terms of a query term are com-

bined to form collocates for that query term. Collocation environments 

of the query terms were then compared to find terms having lexical 

links. The terms having lexical links were termed as link terms. These 

link terms were then re-ranked based on number of lexical links (Equa-

tion 1) and top N link terms were used to reformulate the initial query. 

The weighting criteria used in this paper is also innovative in a sense 

that in most of the work studied by us the weights are given to ex-

panded query terms based on their weight in document and not on the 

importance of the expanded query term with respect to original query 

term. In this work weights were assigned to expanded query terms bas-

ing on rank of the expanded query term, giving more importance to 

those terms that are more meaningful. For the expanded terms the fol-

lowing criteria was used for weighting kth expansion term basing on 

number of lexical links: 
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Once weights are given to expanded query a new vector qe
r

containing 

expansion terms can be constructed. Now the new query can be repre-

sented as 
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Note that qe
r

 does not contain any of the original query terms.   
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On the basis of above motivation following idea we propose follow-

ing algorithm for Lexical Cohesion based query expansion (LCBQE). 

The input to the algorithm is: documents and query; output is the ex-

panded query. The algorithm is as follows: 

− Represent documents and query in vector space model. 

− Using tf-idf weighting scheme, give weights to the document and 

query terms. 

− Match the query terms with the documents using okapi similarity 

measure. 

− Retrieve the top N documents corresponding to the initial query. 

− For each top N documents do: 

   For each query term qi do: 

− Identify a snippet around each instance that contains 3 non-

stop words before and after it in document. 

− Add the snippet to the collocates of the query term. 

− Find all link-terms from the collocates of all individual query terms. 

− Rank the link terms by idf. 

− Extract the top N link terms. 

− Assign weight to the link term based on the number of links. 

− Expand the initial query with these extracted link terms. 

− Return the expanded query. 

4 EXPERIMENTS AND RESULTS 

 Experiments were conducted on TIPSTER document collec-

tion,(TREC data set)  a standard test collection in the IR community. 

Volume 1 is a 1.2 GByte collection of full-text articles and abstracts. 

The documents came from the following sources: 

− WSJ – Wall Street Journal (1986, 1987, 1988, 1989, 1990, 1991, 

and 1992), 

− AP – AP Newswire (1988,1989 and 1990),  

− ZIFF – information from Computer Select disks (Ziff-Davis, Pub-

lishing), 

− FR – Federal Register (1988), 

− DOE – short abstracts from Department of Energy.  

For queries: 50 queries were used that were formed through 50 TREC 

topic sets. Average word length for query was 2.3 words.  
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4.1 Experiments using Co-occurrence and Lexical Cohesion Based 

Query Expansion 

The purpose of experiments was to find out the usefulness of the lexical 

information for automatic query expansion and compare it with base-

line and co-occurrence based query expansion. For Co-occurrence 

based query expansion Jaccard coefficient based and frequency based 

measures were used for selecting the expansion terms. The terms were 

then re-ranked with entropy based measure. For lexical based query 

expansion local collocates were extracted from the windows around 

every occurrence of the query terms in top N documents as discussed in 

above algorithm. Further link terms were extracted from local collo-

cates.  Top n link terms were used expanding the query. The weights of 

candidate expansion terms were assigned based on the number of lexi-

cal links.  

Parameters used in the experiments were: number of top N docu-

ments, window size (for lexical cohesion based expansion), and number 

of top ranked terms used for expanding the query. Values of parameters 

were decided empirically after intensive experimentation. In our ex-

periments we used top N documents = 100, window size as 3 non-stop 

words on either side of query term, and number of top ranked terms 

were 10. The results are shown through Table 1 and Figure 1. 

Table 1. Results Without Query Expansion, Co-occurrence and Lexical Based 

Query Expansion 

 

 

Without 

query 

expansion 

Co-occurrence 

Method 

Jaccard     Freq 

Lexical 

Link 

Method 

Number of Queries 

( num_q) 
50 50 50 50 

Number of Retrieved 

Documents (num_ret) 
5000 5000 5000 5000 

Number of relevant 

documents (num_rel) 
16386 16386 16386 16386 

Number of relevant retrieved 

documents (num_rel_ret) 
1156 1237 1220 1256 

Map 0.0443 0.0602 .0592 .0611 

gm_map 0.0079 0.0102 .010 0.01 

Rprec 0.0973 0.1032 .1032 0.1043 
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Table 1 shows the result of experiments for the baseline (without 

query expansion), co-occurrence, and lexical cohesion based query 

expansion respectively. The best results are shown in boldface. The 

MAP of lexical is 0.0611, which is better than co-occurrence and base-

line. Similarly, Rprec also shows better result when compared with 

other two methods. 

Figure 1 shows the comparison of recall precision graph between 

unexpanded query and query expansion based on lexical links. From 

Figure 1 it is observed that expansion of initial query with statistically 

significant local collocates following pseudo relevance feedback results 

in significant performance improvement over unexpanded under the 

same conditions. 

 

Figure. 1. Recall Precision Curve showing result of experiment for QE based 

on Base line and Lexical Cohesion 

From paired t-test it can be concluded that the means differ at the 

0.05 level of significance. The mean of lexical is significantly different 

from the baseline. (p<.005) The true difference is between 0.0078235 

and 0.025844.   
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Apart from overall analysis of result an in depth analysis of   result 

was done for individual queries, specially focusing on queries for 

which there was no significant improvement in result.  Figure 2 shows 

the differences in average precision of individual queries expanded 

using LCBQE method from the unexpanded query. Here an attempt is 

to analyze the performance of individual queries from baseline to lexi-

cal method is done. 

The results given in Figure 2 show that in a considerable number of 

cases lexical method yielded the most gain in performance (74% que-

ries shows improvement). This suggests that there is a room for better 

improvement in the retrieval if lexical terms are used for expansion. 

There result was analyzed for the queries for which result does not 

show significant improvement. Here, it was found that the lexical terms 

are not adding more meaning to the original query. Example in query 

88 (Crude oil Price Trends) the lexical terms found were: hishan, coun-

tries, megaprojects, 5084, 5209, 5273. These terms are not adding sig-

nificant meaning to the original query and hence the performance de-

grades.  

 

Figure. 2. Differences in average precision of individual queries after query 

expansion from the unexpanded query 
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It is observed that results obtained by lexical cohesion based meth-

ods are almost similar to those obtained by co-occurrence based auto-

matic query expansion methods. As lexical cohesion based methods 

have not been explored much for automatic query expansion, the results 

of this work motivates us to perform in-depth analysis of these meth-

ods. An investigation into individual query performance presents an-

other significant aspect of lexical based automatic query expansion 

method. This aspect as percentage of queries for which the result im-

proved is the greatest in this method (74%). Therefore, it can be said 

that the chances of failure of this method in expanding the query are 

comparatively less than other methods. 

4.2 Analysis of Relation between Lexical Cohesion and the 

Relevance of Documents 

In order to gain some qualitative understanding of the relation between 

lexical cohesion and the relevance property of documents, the top N 

documents retrieved in initial run and retrieved after automatic query 

expansion (based on lexical links) were compared. It was examined on 

a small sample from the top N (100) documents. Although, it is not 

possible to generalize, experiments suggest that certain patterns of lexi-

cal links could be identified in the documents promoted and demoted 

after initial query expansion with lexically cohesive terms. In the set 

examined, it was noticed that documents that are promoted, contain 

most of the query terms, and there are several instances of each of 

them. It also appears that the instances of query terms are spread 

throughout the documents, i.e., they are not concentrated in isolated 

sections of the documents. As expected, the instances of query terms 

are well connected by lexical links in the promoted documents.  

An example of this type of document is SJMN91-06252124, re-

trieved in response to query “Natural Language Processing” (query 66). 

There are many instances of the query terms (11 instances of “natural,” 

5 instances of “language” and 3 instances of Processing) in the text and 

they are extensively connected with each other by lexical links. 

In the demoted documents, it was seen three different patterns. Some 

of the demoted documents are made up of disjoint pieces of text that 

cover separate and unrelated information. In second type of demoted 

document, query terms (such as “Natural Language Processing”) occur 

but not all in the same context. In the third type of demoted documents, 

the query topic is treated marginally. 
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4.3 Analysis of Terms Obtained for Co-Occurrence and Lexical 

Cohesion based AQE 

The quality of terms extracted with both the methods:-co-occurrence 

and lexical cohesion was analyzed. For example for  Query 87 (Crimi-

nal Actions Against Officers of Failed Financial Institutions) the Co-

occurring terms (failed actions, enforcement, justice, charges, prosecu-

tors, civil, convicted, investigation, alleged,  attorney, jury) are more 

relevant than the lexical terms (officers, criminal, failed, actions, mi-

jalis, hallada, khoo, neidorf, esm, lytl, zodiac, dmv, disheartening, 

mndrg). However, this trend is only seen in 32% of queries. In rest 68% 

queries result is improving with lexical method. For example in query 

67(Politically Motivated Civil Disturbances) the lexical terms (pun-

gently, hurbon, meacher, fitzhugh, corporacion, cispes, insinuated, 

mouawad, deceitful, amnesties) appears to be more relevant than co-

occurring terms (liberties, unrest, violence, racial, criminal, rights, 

racially, blacks, riots, rioting).  

5 CONCLUSION 

Most of the work done for PRF based query expansion till now has 

been based on using co-occurrence based measures for selecting expan-

sion terms. Co-occurrence based query expansions has certain limita-

tions. The research question investigated in the paper was whether the 

use of lexical link information can improve performance of PRF based 

Automatic Query Expansion and whether it can overcome some of the 

limitations of co-occurrence based query expansion.  

This paper proposed a new method for query expansion: Lexical 

Cohesion Based Query Expansion (LCQBE) and provided an algorithm 

for the same. The experiments were done to compare the results with 

co-occurrence based query expansion. Experiments were performed on 

standard TREC data set. It was found that result of lexical based query 

expansion is generally as good as query expansion using co-occurrence 

methods, in some cases it is even better. As lexical cohesion based 

query expansion is a comparatively unexplored topic, there is an im-

mense potential for exploring the usefulness of these methods in order 

to improve information retrieval efficiency. 

An in depth analysis of the results obtained in this paper motivates 

us to work in new direction. In this work we may be able to find out 
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different types of queries (categorized on some basis) for which one 

can guess that whether retrieval efficiency can be improved by co-

occurrence based query expansion, lexical based query expansion, by 

none of them or both of them. An important contribution of this work 

can be that we can use a switch to decide a priori that which of the 

query expansion (co-occurrence or lexical) can be more useful for a 

specific query or the query should not be extended at all. 
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Arabic Temporal Entity Extraction
using Morphological Analysis

FADI ZARAKET AND JAD MAKHLOUTA

American University of Beirut, Lebanon

ABSTRACT

The detection of temporal entities within natural language texts is
an interesting information extraction problem. Temporal entities
help to estimate authorship dates, enhance information retrieval
capabilities, detect and track topics in news articles, and aug-
ment electronic news reader experience. Research has been per-
formed on the detection, normalization and annotation guidelines
for Latin temporal entities. However, research in Arabic lags be-
hind and is restricted to commercial tools. This paper presents a
temporal entity detection technique for the Arabic language us-
ing morphological analysis and a finite state transducer. It also
augments an Arabic lexicon with 550 tags that identify 12 tempo-
ral morphological categories. The technique reports a temporal
entity detection success of 94.6% recall and 84.2% precision, and
a temporal entity boundary detection success of 89.7% recall and
90.8% precision.

INTRODUCTION

This paper considers the problem of extracting temporal entities from
Arabic text documents. Temporal entities are text chunks that express
or infer temporal information. Some entities represent absolute time and
dates such as 07/17/2011 or 2010 H.

�
@ 	á Ó � ÓA

	
mÌ'@ ālh

˘
āms mn ↩̄ab

2010 (August 5, 2010). Some entities represent relative time such as
ÐAK




@

�
é�Ô

	
g YªK. b↪d h

˘
mst ↩ayām (after five days). Other entities represent

temporal quantities such as AÓñK

14 é

�
JÊ¢« ↪t.lth 14 ywmā (his vacation

is 14 days).
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Industry tools that extract temporal entities from Arabic texts ex-
ist [1,2,3]. However, the techniques underlying these tools have not been
disclosed and evaluated academically yet. We present the Arabic tempo-
ral entity extractor using morphological analysis (ATEEMA). To the best
of our knowledge, ATEEMA is the first open-source tool to perform the
task of temporal entity extraction.

Temporal entity extraction from text includes the task of identifying
the temporal chunks of text and then the task of normalizing a temporal
chunk into a time quantity structure. Temporal entity recognition detects
expressions that express time concepts. Temporal entity normalization
understands the temporal chunck and extracts from it a time structure so
that 1900 1900, Qå

�
�« ©�A

�
J Ë @

	
àQ

�
® Ë@ ālqrn āltās↪ ↪̌sr (the nineteenth

century), and XCJ
ÖÏ @ YªK.
�
é


JÒª�

�
�ð

	
­Ë



@ ↩alf wts↪m↩yt b↪d ālmylād (one

thousand nine hundred after Christ) all have one normalized canonical
form. Ultimately, one may want to store the normal form in a database
and process it later.

Research on temporal entity extraction in those languages that use
Latin alphabet, such as English, German, French, or Spanish, uses local
grammars, finite state automata [4,5,6,7,8,9,10], and neural networks [11]
to detect temporal entities. These techniques do not work well directly
for Arabic due mainly to the rich morphology and high ambiguity rate of
Arabic.

This paper focuses on the task of temporal entity recognition. We will
target temporal entity normalization in future work. ATEEMA uses Ara-
bic morphological analysis with part of speech (POS), gloss tagging, and
augmented temporal tagging to capture morphological temporal features
of Arabic text. ATEEMA passes the temporal morphological features to
a knowledge-based finite state transducer that captures temporal entities
and detect their boundaries.

In this paper we make the following contributions. (1) We present
a novel technique for temporal entity extraction from Arabic text based
on morphological analysis and finite state transducers. (2) We augment
an Arabic lexicon with 550 temporal morphological tags that identify 12
separate temporal categories. And (3) We provide the first open source
temporal entity extractor for Arabic.

Motivation

In this section we discuss several interesting applications that depend on
temporal entity extraction to motivate our work. The detection of time
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stamps from the content of a digital document rather than its meta-data,
such as the last modification and the creation dates of a file, is of interest
to the research community. Li et al. from Microsoft filed a patent for their
application that extracts authorship dates. They hypothesize that the last
modification date of a document is not representative of its date of gener-
ation as documents may be uploaded or copied to collaborative websites
and the meta-date gets changed to the upload date, which is rarely signif-
icant [11].

The work in [5] considers the problem of automatic assignment of
event-time periods in documents such as newspaper articles, medical re-
ports and legal documents to facilitate documemt retreival. Time periods
of the events under consideration in a document may be of higher impor-
tance than the date of the writing of the document.

Extraction of temporal entities from news articles combined with a
user profile can help augment the articles with information of interest
to the user [4]. For example, the extracted temporal entities can form
a navigation timeline that refers to other articles of relevance, and also
help augment the articles with answers to queries such as “Where were
I when the event took place?”, and “What other events took place at the
same time in my neighborhood?”.

German researchers developed an appointment scheduling via emails
(COSMA) application based on temporal entity extraction that takes as
input the electronic calendar of several parties, automates the time con-
suming task of scheduling meetings, and reduces the number of corre-
spondence needed to agree on a time [12].

When time entities are extracted, other data mining techniques can
discover useful relationships such as the recognition of frequent temporal
patterns in newspapers [13], the discovery of interesting events from time
varying features in the news corpus [14], and the detection and tracking
of new evolving events in the news [15].

Other benefits of temporal extraction include the comparison of par-
allel accounts and narrations of the same events such as several history
books that address the same periods. With temporal entity extraction one
can automatically check and detect historical inconsistencies if they ex-
ist. Extracted temporal entities can help to sort several different accounts
of the same or similar events into a timeline. This can automate merging
complementary and partial accounts of the same events. This analysis,
such as merging the several narrations of the Bible, was performed man-
ually.
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Background

In this section we briefly describe morphological analysis, finite state
transducers, and local grammars that are used to extract temporal enti-
ties from text.

Morphological analysis. Morphology considers the composition of
a word from several morphemes. A morpheme is a stem or an affix. An
affix is a prefix, suffix, or an infix. Prefixes and suffixes are attached to
the beginning and end of the word respectively; while infixes introduce
changes within the stem. A morpheme is associated with several tags such
as part of speech (POS) and gloss tags. Words result from the concate-
nation of compatible morphemes. Morphological analysis helps to group
together words which express similar notions such as ,QîD

�
� @ , 	áK
QîD

�
� ,QîD

�
�

QîD
�
�B@ , 	áK
QîD

�
�Ë @ that all share a common stem with a gloss tag of ‘month’,

and have affixes with useful glosses such as plural, dual, and definite
article Ë @ indicators.

Morphological analysis is is used in techniques that detect Arabic
named entities such as proper names [16,17]. It is key and necessary in
Arabic entity recognition due to the morphological richness of Arabic.
For instance, consider the stem ZAî

�
D
	
K @


↩intihā↩ (end) with the the suffix é

-h (it). Both variations é


KAî

�
D
	
K @


↩intihā↩ih and è



ðAî

�
D
	
K @


↩intihā↩oh are legal

based on the context. In addition, morphology isolates clitics such as
	

¬

fa (so) and ð wa (and) from other morphemes as in ÐñJ
Ë @ð wa-āl-yawm
(and + today).

Local grammars. Local grammars have been used to extract en-
tities from text [4,5,7]. Local grammars are lexical and syntactic con-
straints expressed in regular expressions that precisely define the local
neighborhood and context of an entity. The rules ignore the rest of the
context such as the complete sentence, paragraph, and document. Local
grammars simplify the detection of target entities when the entities can
be expressed by local small scope rules. They relieve the user from the
task of modeling the full language and the expense of understanding the
whole context [18].

A local grammar for temporal English expressions includes several
rules such as (Num ≤ 12) "in the afternoon" that can detect “five
in the afternoon”, (Num ≤ 12) "p.m" that can detect “5 p.m.”, "half
past" (Num ≤ 12) that can detect “half past one”, and (Num ≤ 23)

‘‘:’’ (Num ≤ 59) that can detect “5:44”. The quoted subexpressions
within the rules are frozen expressions and Num captures numbers such as
‘one’, ‘two’, ‘1’ and ‘2’ [19].
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Morphological

analysis
FST

Arabic

Text

<pos,tag>features temporal 

categorization
Chunk

Fig. 1. ATEEMA flow diagram

Finite state transducers. A finite state transducer (FST) is a finite
state machine with an input and an output tape. FSTs differ from finite
state automata (FSA) in that they have an output tape while FSAs have
accept states instead.

Formally, an FST is a tuple M = (S, S0, Σ, Γ, δ) where S is the
set of states, S0 ⊂ S is the set of initial states, Σ is the input alphabet,
Γ is the output alphabet, and δ ⊆ S × (Σ ∪ {ε}) × (Γ ∪ {ε}) × S is
the transition relation. FSTs have been used extensively in text mining
applications where the input is the text and the output is the delimiters of
a chunk of text with an associated class [20]. FSTs are attractive due to
their efficiency and ease of use.

ATEEMA

The diagram in Figure 1 shows how ATEEMA works. ATEEMA takes as
input Arabic text and returns temporal entities therein. ATEEMA passes
the input text string to an inhouse Arabic morphological analyzer. Both
the analyzer and ATEEMA are both available as open source tools. The
analyzer processes the input text and whenever it identifies a morpheme,
it calls ATEEMA back with the current solution context and the found
morpheme. Note that several morphological solutions may exist for the
same input string.

The ATEEMA call back receives the solution context and the mor-
pheme with the associated POS and gloss tags. It either adds the mor-
pheme to a sequence of unresolved morphemes, or resolves the mor-
phemes and produces a temporal category as input to the finite state
transducer (FST). Note that this is necessary since words in the Arabic
language are not necessarily separated by white space delimiters and thus
one white space delimited token may contain several words and produce
several categories.

The finite state transducer detects the temporal entities. ATEEMA
uses a manually built finite state transducer to accomodate for (1) mor-
phological variations which are frequent in Arabic text, and (2) ambigu-
ous morphological solutions since Arabic is at least one order of mag-
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Table 1. Temporal categories added to the lexicon of the Arabic morphological
analyzer.

TIME NUM TIME PREP
Tag unit relative range nominal events digit word range point relative approximate range
Count 32 55 16 94 10 20 152 - 83 54 12 22
Total 207 172 171

nitude more ambiguous than Latin languages. For example, consider the
following morphological variations of entities related to temporal expres-
sions.

– Q�

	

g�

�

@ ,Q

	
k� @ð

�

@ ,Q

	
k� @ ,Q

	
k�

�
@ ↩̄ah

˘
ir, āh

˘
ir, ↩aawāh

˘
ir, ↩aah

˘
iyr (last)

– Z @Y
�
J�
�
K. @

, 
ø
�
Y

�
K.

, 

ð

�
Y

�
K.

,


@
�
Y

�
K.

, Z
�
Y

�
K. bad↩, bad↩a, bad↩w, bad↩y, ābtidā↩ (start)

Also consider the ambiguous word 	á�

	
J
�
K @


↩it
¯
nyn which means Monday

and the number two. Techniques that use local grammars and work for
Latin languages are restricted to regular expressions with frozen phrases
and fail upon morphological variations. We believe that our approach can
be extended to other morphologically rich languages as well as Latin lan-
guages to provide better results.

ATEEMA targets the detection of temporal expressions within the
bounds of their temporal context. Consider the following examples.

– 2003 / 9 / 4 (4/9/2003): this is a straight forward date with no tem-
poral context.

– YªK.
2003 / 9 / 4 ( b↪d after 4/9/2003): this is a date with a temporal

preposition.
– 2003 	

àA��

	
K ú




	
¯ fy nysān 2003 , (in April 2003): this is a partial

date with a temporal preposition.
– QîD

�
�


@

�
éªK. P



@ ñm�

	
' PðQÓ YªK. b↪d mrwr nh. w ↩arb↪t ↩ašhr (after about

four months passed): this is an approximate ( ñm�
	
') range ( PðQÓ) with

a temporal preposition.
– ú



æ

	
�A ÖÏ @

	
àQ

�
® Ë@

�
HAJ


	
J �


	
K A Ö

�
ß ú




	
¯ fy t

¯
mānynyāt ālqrn ālmād. y , (in the

eighties of the last century): this is a temporal expression where the
range is inferred from the suffix �

HAJ
� of �
HAJ


	
J�


	
K AÖ

�
ß.

Temporal categories. The Arabic morphological analyzer produces
morphemes with POS and gloss tags. ATEEMA is interested in temporal
and numerical morphological features as well as temporal prepositions
which occur within a neighborhood of temporal expressions. For this pur-
pose we augmented the tags of the morphological analyzer to report the
categories presented in Table 1.
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Category TIME denotes explicit temporal tokens. They are infered
from time units such as �

é
�
®J


�
¯X dqyqt (minute) and �

é«A� sā↪t (hour),
relative entities such as Y

	
« ġd (tomorrow), nominal entities as in day

and month names, range entities as in seasons, and referential entities
as in important events ø



Qj. ë hǧry . Category NUM denotes numerals

and refers to digits or words such as 	á�

	
K AÖ

�
ß t

¯
mānyn (eighty), �

éªK. P


@

↩arb↪t (four) and 4 4 . The prefixes and suffixes of these numbers may
divide them into subcategories denoting range as in �

HAJ

	
J�


	
K AÖ

�
ß. Category

TIME PREP denotes temporal prepositions that precede or follow time
expressions. They are divided into relative prepositions such as ÉJ.

�
¯ qabil

(before) and
	
Y

	
JÓ mnd

¯
(since), approximate prepositions such as ñm�

	
'

nh. w (about), range prepositions such as ÈC
	

g h
˘

lāl (during), and point
prepositions such as ú




	
¯ fy (in). The Table reports also the number

of lexicon items we tagged with temporal tags. We identified 550 lexicon
entries out of 82,170 entries and annotated them with temporal tags. Note
that these entries are stems and affixes and can be concatenated with other
entities to generate more possible temporal tokens.

ATEEMA associates an order amongst the temporal morphological
annotations and categories. ATEEMA uses the order to associate com-
plex temporal entities with a tag that is the result of the concatenation of
the morphological temporal tags and categories. This produces a semi-
canonical temporal form that can be used in practice as a normalized
temporal form.

The finite state transducer

Figure 2 shows a high level overview of the finite state transducer. The
FST takes the detected temporal categories as input and also considers
two state variables iwt and iwm that count the number of temporal cat-
egories met while in the Time and Maybe Time states, respectively. The
actual number of states is proportional to θt and θm which are two thresh-
olds that define the upper limits for the iwt and iwm counters, respec-
tively.

The initial state Nothing denotes that no temporal entity is being pro-
cessed. The Maybe Time state denotes the cases where the FST is not yet
sure whether the currently processed text is a temporal entity. Finally the
Time state denotes that the FST has recognized a temporal entity and is
in the process of computing its boundary.

The transition to the Maybe Time state happens when the FST encoun-
ters prepositions or numbers but no direct time tokens. Once it detects a
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Nothing

Maybe 

Time

Time

!NUM ∧ !TIME_PREP
 ∧ !TIME  ∧ iwm ≥ θm

NUM  ∨ 
TIME_PREP

TIME

!NUM ∧ !TIME_PREP
 ∧ !TIME  ∧ iwt ≥ θt

TIME

NUM  ∨ 
TIME_PREP

!NUM ∧ !TIME_PREP
 ∧ !TIME  ∧ iwm< θm

!NUM ∧ !TIME_PREP
 ∧ !TIME  ∧ iwt < θt

!NUM ∧ 
!TIME_PREP

 ∧ !TIME

iwm++

iwm= 0

iwm = 0

sp = pos

ep = pos

sp = pos

ep =pos

Time[i] = (sp, ep)

i++

NUM ∨ TIME_PREP
 ∨ TIME

ep =pos

iwt++

Fig. 2. FST for temporal entity extraction

direct time token, the FST transitions to the Time state. This might happen
also directly from the Nothing state.

The two thresholds θm and θt encode the flexibility and tolerance of
ATEEMA to recognize the several different temporal classes. The θm
threshold specifies the number of non-temporal tokens that ATEEMA
tolerates within a temporal entity. The threshold θm is tested before a
transition takes place from the Maybe Time state to the Nothing state. In
other words, if the FST suspected a temporal entity because of an indi-
rect temporal feature (NUM or TIME PREP), then the FST will give up
that entity if it meets more than θm non-temporal tokens before meeting
a direct temporal feature. For example, the word 	á�
�Ô

	
g in the text ©

	
¯X

QÒ
�
JË @ð

�
é¢

	
JmÌ'@ ø



Q�
�

�
��
Ë AÒëPX

	á�
�Ô
	

g df↪h
˘

msyn drhmā lyštry ālh. nt.t wāltmr
(He paid fifty Durhams to buy flour and dates) will activate a transition
to a Maybe Time state but the rest of the text will drive the FST back to
the Nothing state.

The θt threshold expresses the number of non-temporal words that
might intervene between two temporal words in the same temporal entity.
For example, the text �

H@ñ
	
J�Ë@ I. ª�



@ 	áÓ �Ô

	
gð

	
¬Aj. « QîD

�
�


@

�
éªK. P



@

YªK. b↪d ↩arb↪t ↩ašhr ↪̌gāf wh
˘

ms mn ↩as. ↪b ālsnwāt (after four bad months
and five of the hardest years) contains non-temporal words (

	
¬Aj. « and

I. ª�


@ 	áÓ) that θt tolerates.

In Figure 2, actions that are performed on the different transitions
are shown inside boxes near the transitions. The actions include setting
the values of the counters iwm, iwt, and i. The counter iwm denotes the
number of non-temporal tokens met within the Maybe Time state. The
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Fig. 3. Screenshot from ATEEMA.

FST increments iwm if it was in the Maybe Time and a non-temporal
word was detected, and resets it when entering the Maybe Time state or
when a temporal word is detected. The counter iwt denotes the number of
non-temporal words met within the Time state and is updated in a similar
fashion to iwm.

The counter i is the index of the current temporal expression. Once
a temporal expression is fully detected, the FST appends it to the Time

structure and increments i. The actions also include setting the the start sp
and end ep positions of the temporal expression. The symbol pos refers
to the current position in the text. Figure 3 shows the output of ATEEMA
with context sensitive coloring of the extracted temporal entities.

Heuristic optimizations

After a first run of ATEEMA, we made few observations that led us to
introduce the following disambiguation heuristics.

Heuristic 1. We ignore the word ÐAªË@ āl-↪̄am (the year) if it appears in
the definite form (i.e. ÐAªË@ āl-↪̄am instead of ÐA« ↪̄am) and no other tem-
poral words or prepositions appeared next to it. This is mainly because in
newspapers, it is common to find the word ÐAªË@ āl-↪̄am (the year) with a
completely non-temporal meaning (i.e. general, common, and public) as
in ÐAªË@ ÈAÖÏ @ āl-māl āl-↪̄am (public money) and ÐAªË@ ø






@QË @ āl-ra↩yi āl-↪̄a-

m (public opinion). The same rule applies to �
éJ


	
K A

�
JË @ āl-t

¯
āniyat (second)

which may mean either a second rank (2nd) or the time unit (second).
Heuristic 2. The word Yg



B@ āl-↩ah. ad has both ‘the one’ and ‘Sun-

day’ meanings. When used in the indefinite form (i.e. Yg


@ ↩ah. ad), we

interpreted the word as a number. When used in the definite form (i.e.
Yg



B@ āl-↩ah. ad), we interpreted the word as a day of the week.
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Table 2. Temporal entity extraction accuracy results for Safir and Akhbar news-
papers.

Detection Boundary Statistics
recall precision F-score recall precision F-score words entities

w/o Safir 1 0.944 0.648 0.768 0.924 0.922 0.923 5,783 72
heuri- Safir 2 0.926 0.680 0.784 0.829 0.881 0.854 13,457 108
stics Akhbar 0.954 0.692 0.802 0.899 0.926 0.912 28,688 503

0.949 0.685 0.796 0.890 0.918 0.904 47,928 683
with Safir 1 0.944 0.850 0.895 0.924 0.931 0.928 5,783 72
heuri- Safir 2 0.926 0.813 0.866 0.829 0.881 0.854 13,457 108
stics Akhbar 0.950 0.847 0.895 0.908 0.926 0.917 28,688 503

0.946 0.842 0.891 0.897 0.919 0.908 47,928 683

RESULTS

Similar to the literature, we chose newspapers as our evaluation cor-
pora. Temporal entities are abundant in newspaper texts. We evaluated
ATEEMA against text chosen arbitrarily from two issues of the Lebanese
Assafir newspaper 1 and one issue of the Lebanese Al-Akhbar newspa-
per 2. Table 2 shows the results for Safir 1, the youth section of the Safir
18/5/2011 issue, Safir 2 cultural section of the Safir 20/5/2011 issue, and
Akhbar, the politics section of the Akhbar 17/6/2011 issue. As shown in
the Statistics columns of Table 2 the three data sets consisted of about 48
thousand words and contained about 680 temporal entities. We evaluated
the accuracy of ATEEMA by comparing the output of ATEEMA against
a manually tagged version of the text.

We used recall and precision as our evaluation metrics. We report
results for the detection and for the boundaries of temporal entities. De-
tection accuracy refers to the success of ATEEMA in detecting the tem-
poral entities in the text of the newspaper. Boundary accuracy refers to
correctly reporting the start and end positions of the extracted temporal
entity in text.

Detection recall refers to the fraction of the temporal entities cor-
rectly detected against the total number of temporal entities available.
Detection precision refers to the fraction of correctly detected expres-
sions against the total number of extracted temporal entities. The same
applies to boundary recall and precision measures. Intuitively, the preci-
sion measure denotes whether the system generated false positives.

1 available online at www.assafir.com
2 available online at www.al-akhbar.com
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The upper rows of Table 2 show that ATEEMA without the heuristics
has a high recall (about 95%) but a relatively low precision (about 69%)
on the average. This means that ATEEMA detects almost all temporal
expressions due to the flexible nature of the FST which supports captures
most temporal expression structures.

The expressions ATEEMA missed such as �
é J
 Ê ë



B@ H. Q mÌ'@ ÈC

	
g

�
éJ


	
K A

	
JJ. ÊË @ h

˘
lāl ālh. rb āl↩ahlyt āllbnānyt (during the Lebanese civil war), and

	á�
 ËQK.
	
à@PYg. PA J
 î

	
E @ YªK. b↪d ānhyār ǧdrān brlyn (after the collapse

of the walls of Berlin) needed a deep understanding of the text under
consideration that is hard to automate.

ATEEMA also scored 89% and 91.2% for the boundary recall and
boundary precision respectively. This means that ATEEMA is capable of
detecting the great majority of the temporal entities without significantly
over-approximating or under-approximating the boundaries of the entity.

The heuristics improved the precision of ATEEMA with practically
no loss in the recall metrics as shown in the lower rows of Table 2.
ATEEMA achieved more than 84% precision without extensively enu-
merating all the temporal expression structures. This is mainly due to the
fact that temporal features such as time, numbers, and time prepositions
occurring in a neighborhood of text are precise at capturing temporal en-
tities when used with an adequate morphological generalization.

We observed that more than 60% of the detected entities exhibited
one or more morphological variations. These entities would not have been
detected without the use of the morphological analyzer.

ATEEMA reported false positives in cases similar to � Ó


A K.

	á m�
	
'

úÍ@



�
ék. A mÌ'@ nh. n b↩ams ālh. āǧt ↩ilā (we desperately need) since the mor-

phological analyzer reported a temporal morphological feature for �Ó


@

as it also means yesterday. Local grammars can not address such failures
as well.

RELATED WORK

Much research considered the detection of temporal entities in Latin text
especially English [4,5,6,7,8,9,10,11]. Only commercial tools exist with
temporal entity support for the Arabic Language [1,3,2].

Gross [21] studied collocations and lexically frozen phrases that can
be modeled using formal grammar rules and proposed methods to repre-
sent the rules with finite state automata efficiently. A frozen phrase is “a
phrase in which certain parts cannot be altered. These parts are subject
to restricted syntactical variations without affecting the original meaning



132 FADI ZARAKET AND JAD MAKHLOUTA

or function of the expression” [22]. Later Matthieu Constant uses local
grammars for text parsing [19], and presented a finite state automaton
that parses date expressions and that is able to capture expressions such
as “five in the afternoon”, “5 p.m.”, and “half past one”.

Llidó et al. [5] presented techniques to extract and normalize tem-
poral entities using local grammars. The extraction phase uses a shallow
semantic-syntactic parser. The normalization phase encodes the semantic
meaning of the extracted phrases in terms of a hierarchical formal time
model that supports temporal points, intervals, and relative temporal en-
tities.

Koen argues that local shallow parsing is better suited for temporal
entity extraction and that full grammar parsing can improve the results
if applied afterwards to understand the context of located temporal enti-
ties [4]. He reported about 90% recall and precision on extracting date,
time, interval and velocity entities. He reported 60% recall on extracting
the less useful and less frequently occurring age entities. His work fills
missing information in partial temporal entities with a reference extracted
temporal entity such that the publication or transmission date of an arti-
cle. It produces false results when a paragraph discusses events that took
place at another date.

The Fact Extractor Workbench [23] uses regular expressions to model
local grammars along with optimized capabilities such as caching. The
work in [8] uses the IDE to extract temporal and other entities. It caches
detected entities, uses the cached entities to complete partial entities, and
presents better results for relative dates than that of [4]. However, when
the detection of reference temporal entities is non-trivial and needs an
understanding of the semantics of the document both approaches fail.

ATEEMA is similar to the work of Gross [21] and Constant [19] who
encode their local grammars in efficient state machines. The ATEEMA
transducer differs in that it is not grammar based, it does not use frozen
phrases, and in that ATEEMA can capture temporal entities with varying
structures without formally defining each structure.

ATEEMA differs from the rest of the local grammar based approaches
in that it uses a manually optimized FST that takes as input a sequence
of morphological features. Local grammars expressed in regular expres-
sions have a less expressive power, are less tolerant to morphological
variations, and are automatically translated into non-deterministic finite
state machines that may be complex and of large size.

An information extraction core system SMES [10] addresses tempo-
ral entity extraction from German texts. SMES consists of a tokenizer



ARABIC TEMPORAL ENTITY EXTRACTION 133

that identifies fragment patterns, a lexical morphological analyzer that
supports compound expressions, and a shallow parser based on finite-
state automata that parses the text to extract temporal entities [12]. It
reports a recall of 77% and precision of 88% when evaluated against a
corpus of monthly reports about the ‘German IFOR mission in former
Yugoslavia’ [10].

COSMA [12] builds on SMES to provide a system for appointment
scheduling via Emails. COSMA resolves partial dates and relative tempo-
ral expressions by relating the underspecified expressions to their context.
The context of an expression includes text of the email, previous email
messages in the same conversation, and the temporal meta-data of the
conversation. COSMA considers the contextual hierarchy in order until
it resolves the expression. If the process fails, COSMA asks for clarifica-
tion.

ATEEMA is similar to SMES [10] and COSMA [12]. It differs in that
it uses an FST to detect a neighborhood for temporal entities. It does not
use frozen words and it does not enumerate several regular expressions
that extensively capture temporal entities since these are hard to exten-
sively cover in Arabic because of the rich morphology.

Time Calculus for Natural Language (TCNL) [24] extracts and nor-
malizes English temporal entities in scheduling-related emails. The ex-
pression ‘{|1mon|@{>= }}’ expresses the phrase ‘the coming Mon-
day’. The symbol ‘ ’ denotes the temporal anchor to which this relative
expression relates; e.g. the timestamp of the email. The Temporal Ex-
pression Anchorer (TEA) subsystem determines the anchor and disam-
biguates the expression using the context, e.g. the tense of the nearest
verb. Its favors the most recent event as the anchor of subsequent ex-
pressions. The system reported an accuracy of about 80% in normalizing
correctly recognized temporal expressions.

Temporal entity detection for Arabic. The Rosette Entity Extrac-
tor by Basis Technology supports extracting entities including dates for
13 languages including Arabic [1]. Rosette is based on aided statistical
machine learning where a computational linguist provides Rosette with
information about contextual features to define an entity and a tagged
learning set. Rosette then builds a statistical model for extracting the en-
tity. This methodology is language independent and is easily extendable
to a large number of languages and entity types including Arabic tempo-
ral concepts.

BBN IdentiFinder Text Suite is a named entity extraction tool that
supports extraction of Arabic date and time expressions [2]. IdentiFinder
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seems to be based on statistical learning methods. Currently it supports
English, Arabic, and Chinese. However, the methods used in this tool are
language-independent just as Rosette.

Arabic Named Entity Extractor (ANEE) from COLTEC supports time
and date [3] entity extraction. No information is disclosed about the un-
derlying techniques except that it is based on linguistic NLP techniques
along with statistical methods and claims to be unrestricted by simple
look-up tables or rigid rules.

Up to our knowledge, ATEEMA is the first knowledge based tem-
poral entity extractor for the Arabic language and unlike its commercial
counterparts [1,2,3], ATEEMA does not use statistical learning.

Comparing results to related work

On a similar genre of evaluation datasets, namely newspapers, ATEEMA
working against an Arabic dataset reported higher recall (95%) than [4]
(90%) working against an English dataset. ATEEMA reported less preci-
sion (84% compared to 90%) resulting in about the same F-score without
the need to extensively enumerate all possible temporal expression struc-
tures. Note that Arabic is much harder to tackle than English.

A more relevant comparison is to compare ATEEMA to the German
temporal entity extractor where morphological analysis is also key [10].
ATEEMA working against an Arabic dataset scored 18% extra recall
compared to [10] (77%) working against a German dataset and just 4%
less precision (84.2% compared to 88%) difference which amounts to a
7% higher F-score for ATEEMA.

CONCLUSION

We presented ATEEMA, the first open source tool for Arabic tempo-
ral entity extraction. ATEEMA extracts temporal morphological features
from Arabic text, classifies the features into temporal categories, and
passes the features to a finite state transducer (FST). The FST detects
temporal entities and uses tolerance parameters to detect the boundaries
of the temporal entities. ATEEMA achieved very good results compared
to counterpart tools over a set of newspaper text selected arbitrarily.

In the future we will explore extending ATEEMA to normalize the
temporal entities. We will also explore applying the same technique to
other morphologically rich languages and to Latin languages as well.
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Subsymbolic Semantic Named Entity Recognition
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University of Hamburg, Germany

ABSTRACT

We present a novel application of our subsymbolic semantic TSR
approach to named entity recognition and classification (NERC)
in order to demonstrate the generic utility of the TSR approach
beyond word sense disambiguation and language identification.
Experimental results support our hypothesis that TSR techniques
can successfully recognize named entities of different types in
several languages. These experiments were based on a common
framework infrastructure using different sets of features on two
German and two English corpora.

1 INTRODUCTION

Named Entity Recognition and Classification (NERC) is an important
topic: not only as subtask for natural language processing in terms of sci-
entific research, but also for production environment applications such
as web or intranet search, text mining, or content management software.
Specifically, we found by analyzing some of our university’s web servers
log files that approx. 60% of all search queries are related to named enti-
ties of a particular kind (mainly personal or organizational data).

For several years, NERC tasks achieve good performance, especially
for resource-rich languages. Still there is room for improvement regard-
ing NERC for low-resource languages in named entity disambiguation,
named entity fine-grained annotation and domain adaption. In the past,
we have shown that the Text Sense Representations (TSR) approach de-
scribed in Section 2 is well-suited for fine-grained word sense disam-
biguation. In this paper, we demonstrate that basic NERC also is a sen-
sible topic for applying the TSR methodology thus paving the road for
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TSR-based fine grained named entity disambiguation and classification
(which, however, is beyond the scope of this paper).

Most current methods in the NERC field follow the statistical analysis
paradigm: usually, a handful of selected lexico-syntactic features (e.g.
bigram statistics, etc.) are fed into a machine learning algorithm trained
on pre-annotated data. Sometimes, this process is augmented by applying
handcrafted recognition rules.

In this paper, we will in principle also follow this path but instead
of using lexico-syntactic features or applying explicit semantic databases
such as wordnet, etc., we will introduce our own methodology of TSR-
based subsymbolic semantics and pragmatics to the NERC field (cf. [1],
[2]). From David Nadeaus great survey on NERC research and issues (cf.
[3]) as well as our own literature work we derive that this indeed is a
novel approach to NERC.

In the remainder of this paper, we will briefly describe the TSR ap-
proach and its application to NERC. We will then put our work in sci-
entific context by relating to other researchers work in the field. After-
wards, we present some experimental results and conclude with a discus-
sion about our findings.

2 ABOUT TEXT SENSE REPRESENTATIONS

In traditional Computational Linguistics, text meaning is usually encoded
in a specific logical form, thus enabling semantic inferencing (cf. Allen
[4]). Pragmatic aspects are often encoded as “heuristics” within a par-
ticular algorithm or even not handled at all. An alternative view, often
attributed to the field of Text Engineering, uses implicit text meaning rep-
resentation based on vector space models and accessible by specific algo-
rithms, such as LSA (cf. Landauer et al [5]) and others. Other approaches
associate lexical items to entities within a dictionary or an ontology in
order to create a meaning oriented text knowledge representation, e.g. in
the Microkosmos Machine Translation System (cf. Mahesh and Niren-
burg [6]).

Our view of Text Meaning is more oriented toward pragmatics and
general world knowledge and thus somewhat related to the field of pro-
totype semantics (cf. Baerenfaenger [7], Meinhardt [8], Overberg[9] and
others). For understanding “meaning”, we rely on Wittgenstein’s intuitive
family resemblance notion of the use of language, particularly the usage
of a word or text fragment in its context (cf. Wittgenstein’s “Investiga-
tions” [10]). According to this theory, a human is - for example - able to
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recognize particular activities as “playing games” even though no single
sharp common feature exists that is shared by every possible “game” (e.g.
not every game is about winning; some, but not all games require teams,
etc.). For a better understanding a visual interpretation of the semantic
space of “game” is provided in figure 1.

Fig. 1. Visual representation of a prototype for “game”

“Semantic spaces” can be regarded as prototypes in the sense de-
scribed by Baerenfaenger [7] with some “typical”, i.e. central concepts
located around a nucleus and others located at the periphery. These se-
mantic spaces may also interfere with each other so that one concept
might be close to the nucleus of one space and peripheral to other spaces.

Thus our notion of text meaning covers the ability of language to as-
sign many pragmatic aspects of meaning to particular words or text frag-
ments, some of which might be obvious, some might be rather unusual.

How words are used in language is analyzed by using the a.m. hierar-
chical system of categories so that a unique set of categories is associated
with each particular word or text fragment. It is important to note that we
are not assigning predefined “sense definitions” such as WordNet synsets
(cf. Miller et al [11]) to particular word uses but rather associate data
structures to word instances that contain hierarchical views of many pos-
sible uses of those words.

This hierarchical view is the basis of what we call a Text Sense Rep-
resentation (TSR) and the foundation of our implementation of a text
meaning representation (cf. [1]).

TSRs provide a methodology to represent semantic spaces in a uni-
form and fairly generally applicable way while being constructed in a
fully automatic fashion prior to their use. The basic underlying data struc-
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tures are tree hierarchies of labeled and weighted nodes, constructed from
a web directory such as the Open Directory Project (ODP, cf. [12]).

Even though TSRs were described in greater detail by Winnemöller
in [1] and [13], we will briefly and informally introduce the fundamentals
of TSR tree construction and some operations on TSRs:

1. Web directory data acquisition Before building TSR Trees it is
necessary to retrieve the underlying web directory data. In our case,
we used the ODP RDF-like data dumps, but in principle other data
sources like Yahoo [14] or Internet newsgroups data can be used as
well. Our implementation uses the ODP directory data in order to cre-
ate a TSR tree structure for each term that is contained in the ODP
data (a term being a sequence of alphanumeric characters). The TSRs
are constructed from the nodes of the web directory—a schematic
excerpt of which is shown in Figure 2 on the next page.

2. Sense node construction Every text node of the web directory is
analyzed into distinctive terms (usually stemmed words). Each term
is then associated with the full entry path. For example, if a term
account is found in the directory node /top/business/finance/banking,
then a respective TSR tree node [account − /top/business/finance/
banking] is created. Each node can be interpreted as “single sense”
associated with the extracted term. Each node within a particular tree
is therefore associated to a specific category of the ODP structure.

3. TSR Tree construction from sense nodes All nodes associated with
a term are merged into a single TSR tree structure: every path is
weighted by a TFxIDF -like formula calculating the occurrences
of the TSR term against the overall number of terms within that ODP
category.

A very simplistic example of a TSR is presented in Figure 31. One
might notice that the leaf nodes do not necessarily add up to 1 - that is
because there is also some knowledge encoded in the branch nodes.

Furthermore, we have defined a number of basic TSR operations: a
TSR relatedness measure can be used in order to compare two TSRs, a
so-called OR operation will combine several TSRs into one by creating a
TSR that consists of the union set of all input nodes (using the respective
maximum weight) while a AND operation will create a merged TSR that
consists of the intersection set of all input nodes (using the respective
minimum weight).

1 In a subsequent step, the ODP labels are exchanged for a node numbering for
technical reasons.
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Fig. 2. ODP excerpt (schematic)
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Fig. 3. TSR for the word “account”

In order to be able to compare TSRs with each other, we use a cosine
function which consists of applying the well-known vector based cosine
function onto the (vectorized) TSR tree node values.

Other operations include the ability of feature selection, as described
by the author in [13] and tree minimization.

In summary, TSRs represent pragmatic aspects of text meaning via
a combination of categorical text data from existing web directories and
several semantic operations.

3 TSR BASED NERC

In the past, TSR vectors were used for unsupervised word disambigua-
tion, language identification, categorizing emails and enriching the Uni-
versity of Hamburg telephone directory by web data (the latter two ex-
amples were internal projects and not published). The notion of semantic
similarity in these cases was based on computing the cosine between vec-
tors of serialized TSR nodes, i.e. TSR vectors.

Further work on TSRs derived the hypothesis that TSR vectors could
be used as input data for machine learning algorithms just like term oc-
currences, n-grams or other term-related vector data. For this reason, we
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created a prototype system that reads raw text data, retrieves TSR vec-
tors for the terms within those texts and submits those vectors (plus some
TSR metadata such as width, depth and size) as feature vectors to some
machine learning system.

Because the “meaning” of the textual terms is not represented by the
term vectors themselves but rather by a complex data structure, i.e. a pos-
sibly large number of anonymous numerical elements which all together
form the semantics of a particular term, we regard this approach “sub-
symbolic”.

For this paper, we applied this methodology onto the problem of su-
pervised NERC, being one important problem that can – to a certain ex-
tend – successfully be addressed by exchanging conventional term vector
data input with TSR based vector data when training and testing a ma-
chine learning system.

4 RELATED WORK

Much work in the NERC field is based on lexico-syntactic features and
handcrafted syntactic rules but some approaches also address semantics-
based NERC. In this section, we present a small subset of those ap-
proaches that we find representative in respect to this paper.

A good example for augmenting the conventional methodology by
“semantic rules” was evaluated by Maynard et al – they used several
lexico-syntactic features plus manually designed “semantic” rules in or-
der to detect named entities (cf. [15]), reporting an F-score of about 60–
65% for their experiments.

Even earlier, Cucchiarelli and Velardi report on a multi-stage unsu-
pervised approach which consists of using several third party NERC tag-
gers for creating a robust initial training corpus, then creating several
syntactic context features off this corpus and subsequently apply a kind
of wordnet-based contextualization (cf. [16]). An evaluation procedure
results in about 88% precision and 84% recall on an italian corpus and
about 94% precision and 90% recall on an english corpus derived from
the Wall Street Journal. Here, an understanding of attribute-based seman-
tics enter the process during the wordnet-related stage.

In addition to this kind of conceptualization technique, Boufaden et al
employ a semantic NERC algorithm based on a handrafted ontology and
similarity scores, derived by using the Lesk algorithm on the ontology
and the wordsmyth thesaurus (cf. [17]). They report an F-score of about
86% on transcribed conversations from the domain of maritime search an
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rescue logs, despite the rather unusual genre (It might be argued, that the
underlying knowledge domain is closed and quite restricted, though).

Using large volumes of web-based data, Gentile et al present a con-
ceptual graph matching algorithm based on Wikipedia concepts (cf. [18]).
Semantical relatedness measures are obtained by applying a random walk
algorithm between concept nodes. Accurracy is reported to be about 94%
which is comparable to state-of-the-art results. In this case, the system
also was avaluated on a closed domain and genre corpus (in the english
part, texts from the Wall Street Journal were used). Interestingly, the au-
thors also employed a corpus bootstrapping method vaguely alike the one
we used for this paper.

A similar approach was used by Richman and Schone, but they also
researched the effect of using Wikipedia NERC on several different lan-
guages (cf. [19]). Because Wikipedia and the ODP share the property of
addressing many languages, we recognize this work as supporting our
notion of multi-language orientation.

5 EXPERIMENTS

5.1 Systems Setup

For the experiments conducted for this paper, we used the OpenNLP
framework as common basis for all experiments : “OpenNLP is a ma-
chine learning based toolkit for the processing of natural language text.
It supports the most common NLP tasks, such as tokenization, sentence
segmentation, part-of-speech tagging, named entity extraction, chunking,
parsing, and coreference resolution. ”2 OpenNLP was used successfully
by other researchers in the NERC field, e.g. recently by Abacha and
Zweigenbaum (cf. [20]) because it has the advantages of being relatively
simple, modular, open source and easy to extend.

In principle, we built three system setups using different types of fea-
ture sets:

1. The Baseline system setup – the “full feature” set3:
(a) Window features of tokens : previous and next two tokens in

context. According to the OpenNLP documentation, the current
token is included unchanged while previous p- and next n-tokens
are prefixed with p-distance and n-distance respectively

2 Taken literally from the website http://incubator.apache.org/
opennlp/documentation/manual/opennlp.html

3 These are the features originally deployed with the OpenNLP NERC module
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(b) Window features of token classes. This feature behaves just like
the token window feature except that it does not include the
tokens themselves but the token “classes” (token classes are:
lowercase-word, uppercase-word, alphanumeric-word, etc.)

(c) Bigram feature: bigram tokens
(d) Sentence feature: sentence begin and end tokens
(e) Previous mapping feature: features using the outcome of previ-

ously occuring words4

2. The Baseline system setup – the so-called “realistic” feature set: this
setup excludes all features from the above that make use of previ-
ous outcomes and in-sentence positioning – TSRs are functionally
oriented towards subsymbolic text fragments rather than to words or
sentences. It is more realistic than the full feature set setup because
the TSR system setup cannot (yet) use such features in a similar way.
In order to achieve comparable results, these features ( (d) and (e) )
have to be abandoned therefore.

3. The TSR system setup: this setup includes TSR related Features only:
TSR width, size, depth plus the key indices and values of the TSR
vector itself (the TSR vector was pruned by the TOP-algorithm leav-
ing only the top-rated 100 elements, cf. [13]).

4. A combined Baseline+TSR system setup. This setup can not be used
to evaluate the baseline versus the TSR based approach but it super-
ficially shows the effect of combining both paradigms.

It is important to notice that only the setups (2) and (3) are fundamental
for the cause of this paper (the others are interesting, but they are not
suited to prove our point for the reasons given above).

Because we want to demonstrate the effectiveness of the TSR ap-
proach augmenting a given system rather than determining the “best”
NERC system, we did not evaluate the different setups described here
against other approaches.

5.2 Corpus preparation

Four corpora were prepared from randomly chosen wikipedia articles for
experimenting:

1. de-1K corpus : german language; about 1 K sentences; 22 K words;
182 K bytes

4 The OpenNLP code contains one more feature but this seems equivalent to this
one
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2. en-1K corpus : english language; about 1 K sentences; 30 K words;
214 K bytes

3. de-10K corpus : german language; about 10 K sentences; 222 K
words; 1.738 K bytes

4. en-10K corpus : english language; about 10 K sentences; 294 K
words; 2.073 K bytes

The corpora were annotated following roughly the approach described
by Cucchiaralli and Velardi (cf. [16]) using a third party NERC tagger –
in our case the balie baseline information extraction system (cf. [21]) –
and afterwards manually corrected for obvious errors (e.g. one-and-two-
character terms as well as non-alphanumeric terms were de-annotated
when appropriate). Still, the corpora can be regarded as of relatively low-
quality, but on the other hand there was little choice because we simply
had no access to publicly licensed cost-free NERC-tagged english and
german corpora.

5.3 Results

The results of the above explained experiments in terms of precision,
recall and combined F-score are presented in tables 1, 2 on the next page
and 3 on the facing page (respective best scores are set in boldface).

Table 1. Experimental Results: Precision

german english
1K Baseline System – full feature set 0.89 0.86
1K Baseline System – “realistic” feature set 0.74 0.75
1K TSR System 0.88 0.91
10K Baseline System – “realistic” feature set 0.85 0.85
10K TSR System 0.92 0.91
1K TSR + Baseline System 0.96 0.94

The results show that the TSR system performs better than the base-
line system in terms of precision (here, the best score is actually achieved
by the combination of TSR and conventional features) and recall on the
german corpus (on the english corpus, the 10 K baseline is better, but only
by a small percentage) and also by the combined F-score (TSR performs
better than baseline in all experiments).
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Table 2. Experimental Results: Recall

german english
1K Baseline System – full feature set 0.69 0.75
1K Baseline System – “realistic” feature set 0.44 0.58
1K TSR System 0.51 0.60
10K Baseline System – “realistic” feature set 0.58 0.69
10K TSR System 0.66 0.67
1K TSR + Baseline System 0.44 0.54

Table 3. Experimental Results: F-score

german english
1K Baseline System – full feature set 0.78 0.80
1K Baseline System – “realistic” feature set 0.55 0.65
1K TSR System 0.65 0.72
10K Baseline System – “realistic” feature set 0.69 0.76
10K TSR System 0.77 0.77
1K TSR + Baseline System 0.61 0.68

It is also worth mentioning that the baseline system using the full
feature set would perform best in terms of recall and f-score but not for
precision – but as we argued previously, this also means taking in ac-
count previous outcomes in context which is not (yet) available for TSR
processing.

5.4 Discussion

Apart from the explicit outcome, there are a number of interesting points
to note:

– High Precision in the case of a TSR based system indicates that the
NEs that were detected usually we correct – only a few misclassi-
fications were reported. This is a promising result that points future
work to increasing recall rather than precision.

– Low Recall in the case of a TSR based system means that many NEs
were missed. This is due to the fact that the intrinsic TSR method-
ology of learning new terms is not used within these experiments.
Therefore only terms that occur within the word space of the ODP
can be recognized. This situation can supposedly be remedied by
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adding terms to the TSR index database through online TSR learn-
ing (using words-in-context for creating a corpus on-the-fly – these
words can be taken from the original experiment corpus but can also
be retrieved from the web using a common search engine) or of-
fline TSR learning (using term features from wikipedia for creating
words-in-context. These term features can be similar to the ones men-
tioned by Gentile et al, cf. [18]). Unfortunately, activating on- or of-
fline learning of TSRs remains is out-of-scope of this paper and must
remain topic of future research.

– The “realistic” baseline experiments tend to show a much better per-
formance on english than on german data. Since the size of each
training corpus within the experiment is approximately equal, it can
be argued that the original tagging of the training corpus must be
better in the english language case. This effect seems to vanish when
using the TSR system on the larger 10K corpora which presumably
relies on the fact that german is well represented in the TSR database.

– The problem of named entity ambiguity (cf. [22]) is not yet recog-
nized; TSRs are in principle related to the surface form of words
rather than to underlying attribute based semantics. Nonetheless, be-
cause of their rich internal hierarchical structure, they can be used
to distinguish word senses on different levels of granularity and for
many different domains.

6 CONCLUSIONS

We presented the novel application of TSR based techniques onto the re-
search field of named entity recognition and classification, using a boot-
strapped corpus for evaluating the (supervised) TSR approach against the
conventional term based method.

In general, the TSR approach seems well suited to tackle NERC is-
sues - either in a standalone fashion or in combination with conventional
methods and features thus once more demonstrating the quite generic na-
ture of the TSR methodology and concept.

Our findings include that the TSR setup led to good results in terms
of precision but somewhat less desirable results in terms of recall on the
account of several terms being not recognizable by the TSR system. Ap-
propriate future work should therefore involve applying the different TSR
learning techniques in order to increase recall scores.
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We also showed that performance does not seem to degrade between
languages (in our case: german and english) when using a large enough
corpus of training data.
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ABSTRACT 

This paper presents a novel implementation of Translog-II. 
Translog-II is a Windows-oriented program to record and study 

reading and writing processes on a computer. In our research, it 

is an instrument to acquire objective, digital data of human 

translation processes. As their predecessors, Translog 2000, 

Translog 2006, also Translog-II consists of two main 

components: Translog-II Supervisor and Translog-II User. The 
two components are interdependent: Translog-II User serves to 

record experimental translation sessions, while in Translog-II 

Supervisor project files can be generated, log files replayed and 

analysed. This paper gives an overview of the tool and its data 

visualization options. 

 
KEYWORDS: Data acquisition software, Multi-modal data 

acquisition, Human translation process research,  User-activity 

data. 

1 INTRODUCTION 

Human translation process research analyses the translation behaviour 
of translators such as properties of reading and text production rhythms, 
mental memory and search strategies, types of textual units that 
translators focus on, etc. It investigates the temporal and contextual 



MICHAEL CARL 154 

structure of those activities and describes inter- and intra personal 
variation in terms of translation competence and translation 
performance.  

In order to acquire objective data about human translation processes, 
the program Translog has been designed. Translog can be used to study 
translation processes, hence the name Translog, but it can be equally 
used for other kinds of computer-based reading or writing. Since its 
first conception in 1995, Translog has gone through several re-
implementations. Right from its beginnings, Translog had two main 
components, originally called Writelog and Translog, (Schou et al. 
2010)   the   former  component   was   designed for  recording  writing  

 

Fig. 1. The screenshot shows the source text (top) and the beginning of a 
translation (bottom) in the target text window. It plots the accumulated gaze 
movement during the translation of the 8 words: “was imprisoned for life today 
for the killings” into Danish, which lasted approximately 10 seconds. Red and 
green dots are gaze-sample points (sampling rate 60Hz.) for the right and left 
eye respectively, and the blue circles represent fixations. Much more gaze 
activity is measured on the target window during translation.  
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processes in time, while the latter component served for playback. 
These components are now referred to as the Translog-User and the 
Translog-Supervisor which are two interdependent programs. A major 
extension was introduced in the context of the EU project Eye-to-IT in 
2006 when a new version Translog-2006 could connect to eye-tracker 
through the GWM module (Sparkov, 2008) so as to record both, 
keyboard and gaze behaviour in time. Translog-2006 was a complete 
re-implementation in C#, supporting Unicode and XML. However, the 
communication with the eye tracker through GWM1 turned out to be 
too inflexible and so a further development of Translog-II now 
communicates directly with the eyetracker. This paper describes the 
purpose and usage of the Translog-II software. 

Similar programs such as ScriptLog (www.scriptlog.net/demo.asp), 
and InpuLog (www.inputlog.net/download.html) are mainly intended 
for logging and analyzing writing processes, while Translog is specially 
designed for the acquisition of data for translation process research, and 
is widely used in the translation process research community. Schou et 
al (2009) count more than 80 publications making use of Translog, for 
translation process research of linguistic phenomena, (e.g. the 
translation of metaphors, cognates, idioms, etc.) as well as translator 
behaviour and cognitive processes (e.g. translator's awareness, memory 
constraints, (self)revision etc.), translation expertise, translation under 
time pressure, and machine translation post-editing. Translog is also 
used for translator training, teaching and learning purposes.  

Translog-II records user activity data (UAD) all the keystrokes and 
gaze movements (if an eye-tracker is connected). It classifies the 
keystroke data as 1) insertion, 2) deletion (delete and backspace), 3) 
navigation (cursor movements),  4) copy/cut-and-paste, 5) return key or 
6) mouse operations. Since the keylogger runs in the background, the 
recording does not interfere with the writing or translation process. 
Translog-II logs the exact time at which each keystroke operation is 
made. If connected to an eye-tracker,2 Translog-II also records 7) gaze-
sample points, 8) computes fixations (i.e. clusters of gaze-samples) and 
9) mappings of fixations to the closest character on the screen. This 
latter operation performs a mapping from the spatial location of the 
gaze on the screen to a character offset in the text. That is, an X/Y 

                                                           
1 These were Borland C++ implementations communicating with Translog 
through COM  interface. 

2 Currently connection to Tobii eye tracker is supported, but other interfaces 
are planned. 
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coordinate of a fixation center is mapped onto a character position of 
the text that is being looked at. Since there is some noise in the 
recordings of gaze-sample points, the representation in the log file is 
such that fixations and to a certain extent also mappings can be re-
computed offline. The gaze and the keystroke information can then be 
correlated, as they both refer to textual positions. The information is 
stored in an XML format and can be replayed or analyzed with 
Translog-II or analyzed in external tool. Carl and Müller (2011) and 
Carl and Jakobsen (2009) give more information on the XML 
representation. Here we describe the data acquisition software 
Translog-II. 

2   FUNCTIONS OF TRANSLOG-II 

Translog-II has three main functions: 
 

1. Create a project file: 

− Determine the size and orientation of a source and a target 
window on the screen for reading and writing permission 
respectively. 

− Produce texts for the source and/or the target window, their 
layout, text font, size, color, line spacing etc.  

− Determine which data are to be logged, keyboard and eye-
tracking,   

2. Run and record a Translog-II session: 

− Load a project file 

− Calibrate eye-tracker (if connected) 

− Record and log UAD  
3. Replay and analyze a recorded log file: 

− Statistics: figures about text production/elimination/navigation 
events  

− User view: replays the translation session in time (Figure 1) 

− linear view: plots a textual representation of the UAD  
(Figure 2) 

− Pause plot: shows a 2D representation how the text emerge in 
time (Figure 3) 
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Fig. 2. Two linear view screen shots of the same text with different temporal 
resolution. Top: each dot represents 1 second pause. Bottom: a dot represents 
0.1 seconds between successive keyboard activities. 

The Translog-II Supervisor program implements the functions 
1 (create a project file) and 3 (replay a log file), Translog-II User is 
only used to record a Translog session and to store the UAD in a log 
file. A Translog-II project file can be configured for a reading 
experiment, where only the “source window” which contains the text to  
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Fig. 3 Screen shot of the pause plot: Blue dots indicate the accumulation of 
pauses during a translation session (in seconds). 

be read will be visible in the recording session, it can be configured for 
a writing experiment, where only the “target window” is visible, in 
which a text can be typed, or for a translation experiment, in which 
both windows are visible. In fact Translog-II also allows for post-
editing texts, if a pre-defined text is entered in the target window. 
Translog-II allows the source and the target windows to be horizontally 
or vertically oriented and the source or target windows to be left or 
right, or bottom or top. 

As in previous Translog versions, texts can be displayed in smaller 
portions, e.g. one sentence at a time. Each portion can be displayed for 
a certain number of pre-defined seconds, or the writer may decide to go 
on to the next portion of source text when ready to do so.  

2.1   Translog User 

The Translog-II User program is an interface for displaying and typing 
text and for logging UAD. To start a translation session, a project file 
must be loaded. According to the settings in a project file, the eye-
tracker needs be calibrated, then Translog-II User opens a source and/or 
a target text window, plots the pre-defined texts in the source window, 
and waits for the translator to type a translation into the target window. 
As the size, orientation and rendering of the windows and the font is 
defined in the project file, it is not possible to re-size the windows in 
Translog-II User, to change the font. It is possible to use Translog-II 
User as a post-editing, by providing (machine) translation in the target 
window and to record text modifications during post-editing.  
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2.2   Translog-II replay mode 

The most interesting feature in Translog is the replay mode. Translog-II 
Supervisor computes some statistical figures on the number of 
keystrokes, but more interesting are certainly the possibilities to replay 
the log file. As mentioned above, there are three different ways to 
visualize the UAD, the user view, the linear view, and the pause plot 
which are respectively presented in the figures 1, 2 and 3.  

The user view (a screen shot is shown in Figure 1) replays the typing 
process in real-time, and radio buttons can be used to accelerated or 
decelerated, to pause the replay, rewind or forward it etc. In addition to 
the keystrokes, Translog-II also plots the gaze-sample points, fixations, 
and fixated words. In Figure 1, gaze sample points and fixations were 
collected over a period of approx. 30 seconds illustrating the gaze path 
and the coordination of reading and writing activities. It is possible to 
select whether gaze and fixation information should be plotted. 

The linear view represents the UAD in a textual (linear) manner. 
Each key and mouse activity3

 

has a representation in the linear view, 
and pauses are either indicated as asterisks, and/or numeric value  
indicating the duration between successive activities. The granularity of 
the pause display can be selected starting from 1ms up to any amount 
of time. This gives the possibility to get an overview over the coarse 
temporal structure of a translation session, reducing the temporal 
information to a minimum (Figure 2, top), or to zoom into a sequence 
to study pausing behaviour as small as a few hundreds of seconds 
(Figure 2, bottom).  

The third Translog-II replay mode is the pause plot. A pause plot 
represents essentially the same information as the linear view does, this 
time in as 2D graph. Keyboard activities are indicated on the horizontal 
X-axis, while the vertical Y-axis shows the accumulation of time 
(pauses). Figure 3 shows a segment of a translation session.  

It is possible to scroll through the pause plot, to zoom in or out. 
Translog-II also allows to synchronize all three visualization methods. 
That is, all three windows (user and linear view as well as pause plot) 
can be opened at the same time, and by clicking the synchronization 
item the cursor in all three windows will be positioned at the same 
time. The option in the user view would then trigger a synchronous  
replay in the three windows. 

                                                           
3  It is also possible to visualize gaze-samples and fixations in the linear view, 
which is omitted here. 
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Fig. 4. The graph visualizes the translation progression of the 8 English words: 
“was imprisoned for life today for the killings” into Danish: “fik en 
fængselsdom på livstid i dag for at slå”. This translation segment corresponds 
to the accumulated gaze movements in Figure 1, which lasted approximately 10 
seconds. Blue dots represent fixations on the source text, green dots fixations 
on the target text, the characters are insertions and the red characters are 
deletions.  

3  TRANSLATION PROGRESSION GRAPHS AND PRODUCT DATA 

ALIGNMENT  

While the visualization options in Translog-II (Figures 1–3) trace how 
the target text emerges in time, we have also developed more powerful 
visualization possibilities that show how the translation evolves. 
Figure 4 plots the relation between the word positions in the source text 
(vertical axis) and the translation activity on the horizontal axis in time. 
The figure presents a time segment of ca. 10 seconds (from secs. 51 
to 61) in which the Danish words: “fik en fængselsdom på livstid i dag 
for at slå” are produced. Each keystroke is mapped onto the source text 
segment to the translation of which it contributes. Thus, line 11 shows 
all activities that relate to the production of the translation for English 
“was imprisoned”, line 13 for that of “for”, line 14 of “life” etc.  The 
graph also shows gaze activities in relation to source segments.  

Translation progression graphs require additional alignment 
knowledge of the source and the target texts, and are therefore not 
supported inside Translog-II. A set of additional tools are used 1. to 
align the translation, 2. to compute the keystroke-to-source text 
mapping and 3. to visualize the graph. Carl and Jakobsen (2009) 
describe a  rule formalism  and  a general method  to map keystrokes on  
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1 2 3 4

Das ist ein Testsatz

| | /        \

Translation a

1–4 6–7 9 11–23

time

23 a

t 14 22 a

s 13 21 a

e 12 20 a

r 12 21 a

i 13 22 a

a 14 23 a

l 15 24 a

Product Data

Source sentence word number

Source sentence

Alignment

This is test sentence

Target text cursor position

Process Data

operation char pos len Text at time Ti

Tf – 0 translation This is test sentence

Tf – 1 insert This is tes sentence

Tf – 2 insert This is te sentence

Tf – 3 insert This is t sentence

Tf – 4 delete This is tr sentence

Tf – 5 delete This is tri sentence

Tf – 6 delete This is tria sentence

Tf – 7 delete This is trial sentence
 

Fig. 5. The mapping algorithm traverses the process data against the time line, 
from the final translation product towards the start of the translation session. 
The arrow on the left indicates the time flow in the process data. While 
traversing the process data, all operations are associated with a target text 
position, and hence a source sentence number. 

source text words. They iteratively retrieve all keystrokes which 
contribute to the creation of a target text segment Ti. Given alignment 
information for the target text segment Ti to a source segment Sj, the 
retrieved keystrokes can be mapped via Ti to source segment Sj. With 
an exhaustive fragmentation of the target text into n non-overlapping 
text segments T1...n, and a complete alignment of the source and the 
target texts, every keystroke can be associated with a source segment 
Sj. As illustrated in Figure 5, we have re-implemented this algorithm in 
a more efficient way: From the alignment of the translation product we 
know which source words are linked to which cursor positions in the 
target text. The text processing operations can then be mapped on the 
target text  positions and further on source words. Figure 5 illustrates 
the correction of  “trial sentence” into “test sentence” in the target text. 
These operations are mapped on source word 5 “Testsatz”. 

Figure 5 shows that the four last letters “rial” of the word “trial” 
were deleted and then substituted by “est”. As all deletion and insertion 
activities take place between cursor positions 11 and 23, these 
keystrokes are part of the operations that lead to the translation of 
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“Testsatz”. To compute these mappings, the algorithm looks backwards 
into the activity data. The last operation in Figure 5 was the insertion of  
the letter “t” at time Tf–1, which took place at cursor position 14. 
Accordingly, the text length was accordingly one character shorter and 
the translation of “Testsatz” consisted only of the characters 11 to 22. 
Starting at Tf, the time of the final translation, the loop ends with the 
first operation, where all keystrokes are mapped on a source text word.  

A free version of Translog-II can be downloaded for academic use 
upon request to the author of this paper.  
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