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ABSTRACT 

Sentiment analysis is the process of identifying the subjective in-

formation in the source materials towards an entity. It is a sub-

field of text and web mining. Web is a rich and progressively ex-

panding source of information. Sentiment analysis can be mod-

elled as a text classification problem. Text classification suffers 

from the high dimensional feature space and feature sparsity 

problems. The use of conventional representation schemes to 

represent text documents can be extremely costly especially for 

the large text collections. In this regard, data reduction tech-

niques are viable tools in representing document collections. La-

tent Dirichlet allocation (LDA) is a popular generative proba-

bilistic model to represent collections of discrete data. In this re-

gard, this paper examines the performance of LDA in text senti-

ment classification. In the empirical analysis, five classification 

algorithms (Naïve Bayes, support vector machines, logistic re-

gression, radial basis function network and K-nearest neighbor 

algorithms) and five ensemble methods (Bagging, AdaBoost, 

Random Subspace, voting and stacking) are evaluated on four 

sentiment datasets.  

KEYWORDS: Topic modelling, text classification, ensemble learn-

ing. 
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1 Introduction 

Topic modelling is an important research direction in machine learning, 

natural language processing and information retrieval. Topic modelling 

is the process of identifying the underlying semantic structure of a doc-

ument with the use of a hierarchical Bayesian analysis on the collection 

of documents [1]. The Web is an important source of information. The 

amount of information that is digitized and stored has been progressively 

expanding [2]. However, the progressively expanding digital content is 

unstructured. Topic modelling algorithms enable to automatically organ-

ize, understand, search and summarize large and unstructured collections 

of documents [2]. Topic modelling methods have been successfully ap-

plied in several applications, such as automatic document indexing, doc-

ument classification, topic discovery, entities relationship discovery and 

temporal topic trends and community discovery [3]. 

In topic modelling, documents are represented with a mixture of top-

ics, topics are represented with a probability distribution over words and 

the documents are represented by a probability distribution over topics 

[4]. Probabilistic topic modelling methods can be broadly assigned into 

five main categories as basic, inter-document correlated, intra-document 

correlated, temporal and supervised probabilistic directed topic models 

[3]. Though there are many methods of topic modelling in the literature, 

the seminal works on the area are latent semantic analysis, probabilistic 

latent semantic analysis and latent Dirichlet allocation [5]. Latent seman-

tic analysis is a method of natural language processing in which statisti-

cal and mathematical computations are done to extract and represent the 

contextual usage meaning of the words in a large collection of text cor-

pus [6]. Latent semantic analysis (LSA) utilizes singular value decom-

position to reduce the dimensionality of TF-IDF scheme. LSA can cap-

ture synonyms of words, but it is difficult to determine the number of 

topics in LSA [7]. Probabilistic latent semantic analysis (PLSA) is a 

probabilistic topic model in which each word in the document are mod-

elled as a sample from a mixture models [7]. In PLSA, there is no a prob-

abilistic model at the document-level [7, 8]. Latent Dirichlet allocation 

(LDA) is a generative probabilistic method to model collections of dis-

crete data, such as a text corpus [8]. LDA can provide a full generative 

model and can handle long-length documents [7].  

Sentiment analysis (also known as opinion mining) is a subfield of 

natural language processing, text mining and web mining which aims to 

 



LDA-BASED TOPIC MODELLING IN TEXT SENTIMENT 103 

 

extract subjective information in the source materials towards an entity. 

Since it can be extremely useful to identify opinions/sentiments towards 

a particular event or entity, sentiment analysis is an important research 

direction. The process of identifying the sentimental orientation of a text 

document can be modelled as a text classification problem. Text classi-

fication is a field with high dimensional feature space problem and the 

determination of an appropriate representation of text documents can be 

extremely important in the performance of text classifiers [9, 10]. TF-

IDF is a one of the most widely utilized text representation methods, yet 

it suffers from high dimensionality problem [11]. Besides, TF-IDF 

scheme indicates little information about the inter-document and intra-

document statistical structure [7]. Hence, other reduction methods, such 

as latent Dirichlet allocation can be utilized.  

As mentioned in advance, the high dimensional feature space and fea-

ture sparsity are two major problems encountered in conventional repre-

sentation schemes of text mining applications. Topic modelling is the 

process of identifying latent topics in document. The utilization of latent 

topics extracted from text documents as the features instead of a large 

number of words can overcome the curse of dimensionality problem and 

improve the predictive performance of text classifiers.  

In this paper, we have examined the performance of latent Dirichlet 

allocation based feature representation in text sentiment classification. In 

the empirical analysis, Naïve Bayes, support vector machines, logistic 

regression, radial basis function network and K-nearest neighbor algo-

rithms are utilized as the weak learners and Bagging, AdaBoost, Random 

Subspace, Voting and Stacking methods are utilized as the ensemble 

learning methods. In summary, the experimental analysis seeks answer 

to the following research questions: 

(1) Can ensemble learning methods be utilized to enhance the pre-

dictive performance of classifiers when latent Dirichlet allocation 

method is used to represent text collections? 

(2) Is there an optimal number of latent topics in LDA-based repre-

sentation of text documents in text sentiment classification? 

(3) Which configuration of classification algorithms, ensemble 

learning methods, number of latent topics yield promising results 

for text sentiment classification? 

The rest of this paper is organized as follows. Section 2 briefly re-

views the literature on latent Dirichlet allocation. Section 3 presents la-
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tent Dirichlet allocation method. Section 4 briefly describes the classifi-

cation algorithms, Section 5 briefly describes the ensemble methods. 

Section 6 presents the experimental results and discussion. Finally, Sec-

tion 7 presents the concluding remarks. 

2 Literature Review 

Latent Dirichlet allocation can be used as a feature representation 

method in conjunction with machine learning algorithms to classify text 

documents. The related work on LDA-based feature representation is 

briefly presented here. Tian et al. [12] utilized latent Dirichlet allocation 

method to index and analyze the source code documents as a mixture of 

probabilistic topics. Based on this representation, software systems in 

open-source repositories are automatically categorized. Taşçı and Gün-

gör [13] examined the performance of latent Dirichlet allocation based 

representation in text categorization. In order to deal with high dimen-

sionality problem of text mining problems, feature selection methods, 

such as information gain, chi-square statistics and document frequency 

threshold are taken into consideration. The performance of LDA is com-

pared to these feature selection methods. In the comparative evaluation, 

TF-IDF scheme is utilized to weight the terms and support vector ma-

chines are utilized as the base learners. Ramage et al. [14] presented a 

labelled latent Dirichlet allocation model which incorporates labels and 

topic priors to learn word-tag correspondences. The experimental results 

indicate that labelled LDA method can yield better performance than 

support vector machines classifier owing to its explicit modelling of the 

importance of each label in the document. 

Hong and Davison [15] utilized two topic modelling methods (the au-

thor-topic model and latent Dirichlet allocation) to predict popular Twit-

ter messages and to classify Twitter users and corresponding messages 

into topical categories. 

Liu et al. [16] empirically evaluated the performance of vector space 

model, latent semantic indexing and latent Dirichlet allocation methods 

on text classification. In LDA-based text classification, latent Dirichlet 

allocation method was utilized to represent the text documents. The ex-

perimental results indicated that the use of LDA in conjunction to sup-

port vector machines yields better performance than the other compared 

configurations. 
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For each document w in a corpus D: 

1. Choose N  Poisson (ξ). 

2. Choose Θ  Dir (α). 

3. For each of the N words wn: 

a. Choose a topic zn  Multinomial (Θ). 

Choose a word wn from 𝑝(𝑤𝑛|𝑧𝑛, 𝛽), a multinomial probability con-

ditioned on the topic zn. 

Fig. 1. The generative process of LDA [8] 

3 Latent Dirichlet Allocation 

The latent Dirichlet allocation model (LDA) is a generative probabilistic 

topic model where each document is represented as a random mixture of 

latent topics and each topic is represented as a distribution over fixed set 

of words [8]. LDA aims to identify the underlying latent topic structure 

based on the observed data. In LDA, the words of each document are the 

observed data. For each document in the corpus, the words are generated 

in a two-staged procedure. First, a distribution over topics is randomly 

chosen. Based on this distribution, a topic from the distribution over top-

ics is randomly chosen for each word of the document [2]. In LDA, a 

word is a discrete data from a vocabulary indexed by {1, …, V}, a se-

quence of  N words w=(w1, w2, …, wn) and a corpus is a collection of M 

documents denoted by D={w1, w2,…, wM}. The generative process of 

LDA can be summarized in Figure 1. 

The process of LDA can be modelled by a three-level Bayesian graph-

ical model, where random variables are represented by nodes and possi-

ble dependencies between the variables are represented by edges, as de-

picted in Figure 2. In this representation, α refers to Dirichlet parameter, 

Θ refers to document-level topic variables, z refers to per-word topic as-

signment, w refers to the observed word and β refers to the topics. As it 

can be observed from the three-layered representation, α and  β parame-

ters are sampled once while generating the corpus, document-level topic 

variables are sampled for each document and word-level variables are 

sampled for each word of the document [8].  
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Fig. 2. The graphical representation of LDA [8] 

The generative process of LDA indicates a joint distribution over ran-

dom variables. The probability density function of a k-dimensional Di-

richlet random variable is computed by Equation 1, the joint distribution 

of a topic mixture is determined by Equation 2 and the probability of a 

corpus is computed as given by Equation 3 [8]: 

𝑝(Θ|𝛼) =
Γ(∑ 𝛼𝑖)𝑘

𝑖=1

∏ Γ(𝛼𝑖)𝑘
𝑖=1

Θ1
𝛼1−1

… Θ𝑘
𝛼𝑘−1

 (1) 

𝑝(Θ, 𝑧, 𝑤|𝛼, 𝛽) = 𝑝(Θ|𝛼) ∏ 𝑝(𝑧𝑛|Θ)𝑁
𝑛=1 𝑝(𝑤𝑛|𝑧𝑛, 𝛽) (2) 

𝑝(𝐷|𝛼, 𝛽) =

∏ ∫ 𝑝(Θ𝑑|𝛼)(∏ ∑ 𝑝(𝑧𝑑𝑛|Θ𝑑)𝑝(𝑤𝑑𝑛|𝑧𝑑𝑛 , 𝛽)𝑍𝑑𝑛

𝑁𝑑
𝑛=1 )𝑑Θ𝑑

𝑀
𝑑=1    (3) 

For a particular document, the computation of the posterior distribu-

tion of the hidden variables is an essential inferential task in LDA. The 

exact inference of the posterior distribution of the hidden variables can 

be an intractable problem. Hence, approximation algorithms, such as La-

place approximation, variational approximation, Gibbs sampling, Mar-

kov chain Monte Carlo have been widely utilized in conjunction with 

LDA [8, 17].  

4 Classification Algorithms 

This section briefly presents the machine learning classifiers utilized in 

the experimental analysis as the weak learners.  

Naïve Bayes algorithm (NB) is a statistical classifier which is based 

on Bayes’ theorem. Naïve Bayes algorithm is a simple, computationally 
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efficient classification algorithm with high predictive performance ow-

ing to its independence assumptions. It can yield better predictive per-

formance than other learning algorithms with more sophisticated struc-

tures and less computational efficiencies [18]. Naïve Bayes algorithm is 

widely employed in several areas, including text classification with com-

parable results to decision trees and artificial neural networks [19].  

Logistic regression (LR) is a linear classifier. Logistic regression uses 

a linear function of a set of predictor variables to model the probability 

of some event’s occurring [20]. Linear regression can yield good results. 

However, the membership values generated by linear regression cannot 

be always in [0-1] range, which is not an appropriate range for probabil-

ities. In logistic regression, a linear model is constructed on the trans-

formed target variable whilst eliminating the mentioned problems. 

K-nearest neighbour algorithm (KNN) is an instance based classifier. 

In the algorithm, the classification model is constructed based on the 

similarity of instances to k closest training instances [21].  

Support vector machines (SVM) are classification algorithms that can 

be used to classify both linear and non-linear data [22]. In SVM, the 

original data set is transformed into a higher dimension by a non-linear 

matching. SVM intends to identify an optimal decision boundary that 

can be used to classify different classes. 

Radial basis function networks (RBF) has a feedforward artificial 

neural network architecture with radial basis functions as activation 

functions. It contains a radial basis layer and a linear layer. Radial basis 

function networks can be utilized in classification owing to their simple 

yet efficient characteristics [23].  

5 Ensemble Learning Methods 

This section briefly describes the ensemble methods utilized in the ex-

perimental evaluations. 

Bagging (Bootstrap aggregating) is a popular ensemble learning 

method which aims to enhance the predictive performance by combining 

classifiers trained on different training sets obtained from the original 

training set by sampling with replacement [24]. In Bagging, the sizes of 

each sample in the new training sets are kept identical to the size of the 

original training set. The use of sampling scheme provides diversity that 

is necessary for efficiency of ensemble classification. To combine the 
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outputs of weak learners, bagging algorithm generally utilizes majority 

voting or weighted majority voting scheme.  

Boosting algorithm is an ensemble learning method which aims to 

enhance the predictive performance of weak learning algorithms by 

training the algorithms recursively on different sampling distributions. 

In this scheme, the training sets of each classifier is modified so that 

classifiers can focus on incorrectly classified instances. AdaBoost algo-

rithm [25] is a widely utilized boosting algorithm owing to its speed, 

robustness and simplicity. AdaBoost algorithm aims to focus on difficult 

data points to enhance the predictive performance of weak learning al-

gorithms. In the algorithm, a weight value is assigned to each instance of 

the training set. During the iterations of the algorithm, the weight values 

of misclassified instances are increased and the weight values of cor-

rectly classified instances are decreased. In this way, difficult data points 

are dedicated more iterations [26].  

Random Subspace [27] is an ensemble learning method where multi-

ple classifiers are trained on randomly selected feature subspaces. In 

Random Subspace algorithm, classifiers are trained on different samples 

on feature space. The method intends to eliminate the overfitting prob-

lem while providing high predictive performance. 

Stacking (also known as Stacked generalization) [28] is an ensemble 

learning method which contains a two-levelled structure with multiple 

weak learners. In Stacking, a meta-learning algorithm is utilized to com-

bine the outcomes of individual weak learners (the base-level classifica-

tion algorithms). 

Voting is the simplest form of combining the outputs of base classifi-

cation algorithms. There are several different combination rules to com-

bine the individual classification algorithms. The voting schemes include 

minimum probability, maximum probability, majority voting, product of 

probability and average of probabilities. 

6 Experimental Results 

6.1 Datasets 

In order to examine the performance of LDA-based feature representa-

tion in text sentiment classification, we have used four public sentiment 

analysis datasets from several domains. In Table 1, the basic descriptive 

information regarding the text collections utilized in the experimental 
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analysis is presented. The number of features listed in Table 1 corre-

sponds to the number of terms extracted when vector space model is uti-

lized to represent text documents [29]. In this study, text collections are 

modelled with the use of latent Dirichlet allocation (LDA) method to 

eliminate the high dimensionality problem. Text collections are repre-

sented by latent topics. In order to examine the performance of different 

number of features, features ranging from 50 to 200 are taken into con-

sideration. 

Table 1. Descriptive information for the datasets [29] 

Dataset 

Number of 

documents 

Number 

of features 

Number 

of classes 

Multi-Domain Sentiment 8000 13360 2 

Review-Polarity 2000 15698 2 

Irish-Sentiment 1660 8659 3 

Reviews 4069 22927 5 

6.2 Evaluation Measures 

In order to evaluate the performance of classification algorithms, classi-

fication accuracy (ACC) and F-measure metrics are utilized. Classifica-

tion accuracy (ACC) is the proportion of true positives and true negatives 

obtained by the classification algorithm over the total number of in-

stances as given by Equation 4: 

 
TNFNFPTP

TPTN
ACC




  (4) 

where TN denotes number of true negatives, TP denotes number of true 

positives, FP denotes number of false positives and FN denotes number 

of false negatives. 

Precision (PRE) is the proportion of the true positives against the true 

positives and false positives as given by Equation 5: 

 
FPTP

TP
PRE


  (5) 

Recall (REC) is the proportion of the true positives against the true 

positives and false negatives as given by Equation 6: 
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FNTP

TP
REC


  (6) 

F-measure takes values between 0 and 1. It is the harmonic mean of 

precision and recall as determined by Equation 7: 

 
RECPRE

RECPRE
F






2
measure  (7) 

6.3 Experimental Procedure 

In the experimental analysis, 10-fold cross validation is used. In this 

scheme, the original data set is randomly divided into 10 equal-sized 

subsamples. For each time, a single subsample is used for validation and 

the other nine subsamples are utilized for training. The process is re-

peated ten times and average results are reported. In the experimental 

analysis, classification algorithms and ensemble learning methods are 

performed by WEKA 3.7.11, which is an open source Java software for 

machine learning research. The default parameters of the toolkit are em-

ployed. In the experimental analysis, Naïve Bayes, support vector ma-

chines, logistic regression, radial basis function network and K-nearest 

neighbor algorithms are utilized as the weak learners and Bagging, Ada-

Boost, Random Subspace, Voting and Stacking methods are utilized as 

the ensemble learning methods. Voting and Stacking ensembles are gen-

erated by the utilization of five weak learning algorithms. 

6.4 Results and Discussion 

In Table 2 and Table 3, classification accuracies and F-measure results 

obtained by the classification algorithms and ensemble learning methods 

on LDA-based sentiment analysis datasets are presented, respectively. In 

the tables, the highest results for each dataset are indicated by using bold-

face and underline, the second highest results are indicated by using only 

boldface and the third highest results are indicated by using boldface and 

italics. In Table 2 and Table 3, the average results for different number 

of latent topics in LDA-based representation of text documents are pre-

sented. 
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Table 2. Classification accuracies of sentiment analysis datasets 

 

Irish 

Sentiment Reviews 

Multi- 

Domain 

Sentiment 

Review 

Polarity 

NB 56.52 86.48 67.56 65.41 

SVM 64.85 92.97 73.40 77.21 

LR 60.44 89.90 72.10 76.51 

KNN 55.95 86.93 60.53 65.25 

RBF 58.72 89.54 64.06 67.70 

AdaBoost+NB 56.52 86.54 67.99 65.41 

AdaBoost+SVM 63.66 92.67 72.88 75.85 

AdaBoost+LR 62.84 92.15 72.09 75.82 

AdaBoost+KNN 55.95 86.93 60.53 65.25 

AdaBoost+RBF 61.76 91.34 67.54 69.39 

Bagging+NB 57.86 87.96 67.70 65.70 

Bagging+SVM 64.43 92.88 73.26 76.84 

Bagging+LR 59.75 89.78 72.04 76.20 

Bagging+KNN 56.85 87.32 61.69 65.94 

Bagging+RBF 59.80 90.62 67.11 69.41 

Random Subspace+NB 54.85 84.31 67.39 65.05 

Random Subspace+SVM 61.82 90.31 72.21 75.15 

Random Subspace+LR 52.16 83.81 70.95 74.73 

Random Subspace+KNN 58.36 89.00 64.38 68.37 

Random Subspace+RBF 60.35 89.70 66.97 69.63 

Voting (Average of 

 Probabilities) 
63.96 92.89 71.98 74.85 

Voting (Product of 

Probabilities) 
54.67 88.86 69.66 74.54 

Voting (Majority Voting) 63.69 92.69 71.82 74.69 

Voting (Minumum 

Probability) 
54.67 88.86 69.66 74.54 

Voting (Maximum 

Probability) 
60.27 89.93 72.04 75.34 

Stacking 64.60 93.03 73.30 77.07 

Table 3. F-measure values of sentiment analysis datasets 

 

Irish 

Sentiment Reviews 

Multi- 

Domain 

Sentiment 

Review 

Polarity 

NB 0.56 0.49 0.67 0.61 

SVM 0.67 0.78 0.74 0.78 

LR 0.66 0.49 0.72 0.77 
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KNN 0.58 0.70 0.59 0.63 

RBF 0.60 0.66 0.63 0.66 

AdaBoost+NB 0.56 0.49 0.67 0.61 

AdaBoost+SVM 0.66 0.79 0.73 0.76 

AdaBoost+LR 0.66 0.75 0.72 0.76 

AdaBoost+KNN 0.58 0.70 0.59 0.63 

AdaBoost+RBF 0.63 0.74 0.67 0.69 

Bagging+NB 0.58 0.54 0.68 0.61 

Bagging+SVM 0.67 0.78 0.74 0.77 

Bagging+LR 0.66 0.48 0.72 0.77 

Bagging+KNN 0.59 0.71 0.60 0.64 

Bagging+RBF 0.60 0.74 0.67 0.69 

Random Subspace+NB 0.53 0.43 0.67 0.59 

Random Subspace+SVM 0.66 0.55 0.73 0.76 

Random Subspace+LR 0.62 0.32 0.72 0.76 

Random Subspace+KNN 0.61 0.68 0.65 0.68 

Random Subspace+RBF 0.63 0.47 0.67 0.69 

Voting (Average of Probabilities) 0.72 0.71 0.74 0.78 

Voting (Product of Probabilities) 0.72 0.71 0.74 0.78 

Voting (Majority Voting) 0.66 0.76 0.72 0.74 

Voting (Minumum Probability) 0.72 0.71 0.74 0.78 

Voting (Maximum Probability) 0.66 0.68 0.73 0.77 

Stacking 0.67 0.79 0.73 0.77 

 

The first concern of the study is the performance of ensemble learning 

methods and classification algorithms in LDA-based representation of 

text documents in text sentiment classification. As it can be observed 

from the results summarized in Table 2, support vector machines yield 

the highest predictive performance for Irish-sentiment, multi-domain 

sentiment and review-polarity dataset. For Reviews dataset, Stacking 

method yields the highest predictive performance. Bagging ensemble of 

support vector machines also obtain promising results. Though ensemble 

learning is a promising research direction to enhance the predictive per-

formance of classification algorithms, the performance improvement ob-

tained by the ensemble learning for LDA-based sentiment classification 

is not significant for the datasets utilized in the experimental analysis. In 

general, support vector machines and Stacking ensemble yields the high-

est results. Regarding the performance of classifiers in terms of F-meas-

ure values listed in Table 3, ensemble learning methods yield generally 

better (higher) F-measure values compared to the weak learning algo-

rithms. Among all the configurations of experimental analysis, the high-

est F-measure value (0.79) is obtained by AdaBoost ensemble of support 
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vector machines and Stacking ensemble. Similarly, the highest classifi-

cation accuracy (93.03) is obtained by Stacking ensemble.  

In Figure 3 and Figure 4, we have summarized the main experimental 

findings obtained from the empirical analysis. Figure 3 and Figure 4 pre-

sents the main effects plots for classification accuracy and F-measure, 

respectively. Datasets, number of latent topics and classifiers are the 

three main effects of the empirical analysis. As it can be observed from 

Figure 3, the highest predictive performance is obtained by Reviews da-

taset, whereas the lowest predictive performance is obtained by Irish-

sentiment dataset. As mentioned in advance, the experimental analysis 

aims to identify whether is there an optimal number of latent topics in 

LDA-based representation of text documents in text classification. As it 

can be observed from Figure 3, the change of predictive performance in 

terms of different number of latent topics exhibits a relatively flat line. 

Hence, the performance variations among different number of topics are 

not significant in terms of classification accuracies. 

In Figure 4, the main effects plot for F-measure is given. The results 

obtained for F-measure are not exhibit the same patterns as the results 

obtained for classification accuracies. The highest (the best) F-measure 

values are obtained by Review-polarity dataset. However, the F-measure 

values obtained for Reviews dataset are also relatively low. In terms of 

number of latent topics, the highest F-measure values are obtained for 

150 topics. Though the classification accuracies obtained by voting and 

stacking ensembles are not very high, F-measure values obtained by vot-

ing and stacking ensembles are high. To further evaluate the experi-

mental results, we performed general linear model analysis to perform 

factorial ANOVA test in Minitab statistical program. The results for 

ANOVA test of overall results obtained by algorithms and methods are 

summarized in Table 4, where DF, SS, MS, F and P denote degrees of 

freedom, adjusted sum of squares, adjusted mean square, F-statistics and 

probability value, respectively. There are statistically meaningful differ-

ences between the results of compared datasets, the results of compared 

number of latent topics and the results of compared classifiers at 95% 

confidence level. Besides, the p-values (p<0.001) indicate that the three 

main factors (datasets, number of latent topics and classifiers) have sta-

tistically significant effect on the experimental results.  
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Fig. 3. Main effects plot for accuracy 
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Fig. 4. Main effects plot for F-measure 
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Table 4. ANOVA test results 

Source (Accuracy Values) DF SS MS F P 

Datasets 3 49294.9 16431.6 21064.72 0.000 

Number of topics 3 13.9 4.6 5.94 0.001 

Classifiers  25 4367.2 174.7 223.94 0.000 

Datasets*Number of topics 9 64.2 7.1 9.15 0.000 

Datasets*Classifiers 75 1485.1 19.8 25.38 0.000 

Number of topics*Classifiers 75 131.1 1.7 2.24 0.000 

Error  225 175.5 0.8   

Total  415     

Source (F-measure Values) DF SS MS F P 

Datasets 3 0.44508 0.148361 132.18 0.000 

Number of topics 3 0.06337 0.021124 18.82 0.000 

Classifiers  25 1.39521 0.055808 49.72 0.000 

Datasets*Number of topics 9 0.16076 0.017863 15.91 0.000 

Datasets*Classifiers 75 1.35645 0.018068 16.11 0.000 

Number of topics*Classifiers 75 0.09636 0.001285 1.14 0.225 

Error  225 0.25255 0.001122   

Total  415     

 

Among the compared p-values listed in Table 4, number of topics-

classifiers interaction has a p value of 0.225. This indicates that regarding 

the performance of classification algorithms in terms of F-measure val-

ues, there is no statistically meaningful differences based on the different 

number of latent topics. 

7 Conclusion 

Ensemble learning is a promising research direction which aims to inte-

grate the predictions of multiple learning algorithms to construct a robust 

classification model with better predictive performance. Sentiment anal-

ysis is the process of extracting and identifying subjective information in 

source materials which may serve potentially useful information to deci-

sion support systems and decision makers. In this paper, we have exam-

ined the predictive performance of classification algorithms (Naïve 

Bayes, support vector machines, logistic regression, radial basis function 

network and K-nearest neighbor algorithms) and ensemble learning 

methods (Bagging, AdaBoost, Random Subspace, voting and stacking) 

for text sentiment classification when LDA-based representation is uti-

lized. LDA can be used as a viable method to represent text collections 
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in a compact yet efficient way. Ensemble learning can be used to enhance 

the predictive performance of classification algorithms. Though the use 

of ensemble learning in conjunction to classification algorithms do not 

yield significant performance improvements for the datasets utilized in 

the experimental analysis, further research may yield more promising re-

sults by improving LDA-based representation or ensemble learning 

methods. 
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