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Resumen

Esta tesis se basa en el problema de solución de anáfora, el fenómeno de la anáfora se presenta
cuando se quiere economizar en palabras y se hace la omisión de un elemento ya nombrado con
anterioridad en la oración, y en su lugar se coloca un referente. Esta tesis se basa en la relación
anafórica presente entre sustantivo y pronombre en el esquema de Winograd. La resolución
del antecedente para el pronombre puede ser usada en diferentes tareas de procesamiento de
lenguaje natural, como generación de resúmenes y la traducción automática.

Existen diferentes enfoques para abordar el problema de resolución de anáfora y mas es-
pećıficamente en la resolución de pronombres, estos enfoques están basados en conocimiento,o
en inferencia lógica. El trabajo realizado en esta tesis se encuentra en el primer enfoque, el
enfoque basado en conocimiento.

Esta tesis propone diferentes métodos para tratar de encontrar el antecedente correcto para
el pronombre en la relación anafórica, usando técnicas de eliminación de sufijos y prefijos en las
palabras, aśı como los determinantes en los antecedentes, incluyendo sinónimos e hiperónimos
para aśı tener un mayor rango de búsqueda en la relación verbo-sustanvo.

Por ultimo, el trabajo en esta tesis fue evaluado con el corpus del evento “Winograd Scheme
Challenge” que es organizado por Naunce Communication, este corpus es frecuentemente usado
por las sistemas similares y muestra que es posible obtener un mejor desempeño para algunos
en el estado del arte
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Abstract

This thesis is based the anaphora resolution problem, the anaphora is the presupposition of an
element so this element is not mentioned directly, so the anaphora is a reference to previous
antecedent. so the anaphora resolution problem try to find the antecedent of a referent, this
thesis is focused in the anaphoric relation between a noun and a pronoun in the Winograd
Scheme, the anaphora resolution can help to many task in Natural Language Processing, such
automatic translation, automatic summarization, etc.

Nowdays there are many different approaches to tray to solve the anaphora resolution
and more specific in pronoun resolution, there are knowledge and logical inference approaches
with supervised or unsupervised methods. This work is based in a knowledge approach with
similarity and relatedness measure.

This work proposed many methods to try to choose the correct antecedent for the pronoun
in anaphoric relation, using stemming,removing determinants, synonyms and hypernyms to
get a higher range of match in verb-noun relation.

Finally this work is evaluate with the corpus of Winograd Scheme Challenge, that is an
event that is organized by Nuance Communication, this corpus is frequently used to train and
test similar systems, showing that is possible to get a higher than others in the state of art
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Chapter 1

Introduction

Natural language is the way that the humans use to communicate either oral or written way,
this language is spontaneous generated without stablished rules and it is continuously involving
to meet the social or cultural needs of communication between society, as well as the ways to
communicate between humans and computers.

Whereby computational linguistic is the interdisciplinary science that wants to give capac-
ities of to understand, to use and to generate natural language to these devises, making use
of the task of Natural Language Processing (NLP) because the main objective is to create
models for the natural language and thus to be able to use them in the computers.

Nowadays, great results have been achieved and there have been a great progress in many
problems that are part of study of the NLP, but many else still need more work, for example
anaphora resolution, coreference resolution and word sense disambiguation are the three most
important problems in the PNL, the first is anaphora resolution this task aims to identify the
interpretation of an element that depends of an antecedent that was previously mentioned in
a statement, the anaphora relationship is generally present in a noun phrase between nouns
and a pronouns, and this pronoun make reference to an entity in the real life. the second one
is coreference resolution task that aim to identify all nominal phrases that make reference to
the same element in the real life. and the last is word sense disambiguation task that aim
to identify what of all meanings or sense of a word is correct inside a certain context in the
statement.

The proposed method in this thesis is focussed in anaphora resolution problem seeing this
like a specific problem of a word sense disambiguation problem.

1.1 Problem statement

One of the mean task in the Natural language Processing is the resolution of pronoun that is
define like the anaphoric relation that exists between a profound and a noun that have been
previously mentioned (antecedent) in a noun phrase. The importance of this task is because
there are many anaphoric relations in the text and its correct resolution is necessary in others
task like automatic summarization, automatic translation and in Paraphrase Identification.

This thesis take a specific pronoun problem that is known like a pronoun resolution this
task have a challenge called “Winograd schema” because the main task in this problem is
resolve the pronoun in each schema, for example.

Definition 1. Winograd schema

1. S1 : The bee landed on the flower because it had pollen.

1



2 CHAPTER 1. INTRODUCTION

2. P1 : it
3. C1 : the bee
4. C2 : the flower
5. A1 : the flower

where

1. S1 : Complete statement (with antecedents and pronoun)
2. P1 : Pronound to be disambiguate and is present in the statement S1
3. C1 : First antecedent that is mentioned in the statement S1
4. C2 : Second antecedent that is mentioned in the statement S2
5. A1 : correct antecedent for the pronoun P1

1.2 Objectives

1.2.1 General objective

The general objective of this thesis is to develop an algorithm to find the correct antecedent
of a pronoun that appears in an anaphoric relation. Using knowledge techniques applied from
WordNet and the Sketch Engine relation of verb and noun.

1.2.2 Particular objectives

1. To study and adapt the syntactic bigrams of constituents to get the elements en a
statement

2. To implement complementaries techniques for preprocessing of the corpus.

3. To get the weight of relevance in a relation verb - noun to applied in antecedent resolution
method

4. To get the semantic relations of synonyms and hypernyms of a noun to applied in an-
tecedent resolution method

5. To use the different similarity and relatedness measure to evaluate the Winograd Scheme

6. To compare the results in an assemble algorithm

1.3 Significance of the study

The anaphora phenomenon is present in natural language that is used by humans. in the text
is possible to omit an element, because it was already mentioned and do this serve to economize
the used words, this problem is common when is using nouns that are referent to one element
in the real word and when this element ids used again, generally is used a pronoun.

Identify this coreference between pronoun and noun is a hard problem, and so this problem
is called Hard Coreference Pronoun, the resolution to this problem not have many sense, but
is important in an others task in the Natural Language Processing (NLP) for example in
automatic translate take an important relevance because in english the pronoun “it” is for both
female and male, but in many languages this pronoun is different, so the correct antecedent
identification give a correct type, in an other task where is util the pronoun resolution is in
automatic summarized because in a text there are many coreference and anaphora phenomenon
and its necessary the resolution for found the correct noun and so classified it.



1.4. DOCUMENT STRUCTURE 3

The method proposed is for the english language because there are more semantic resources,
computational dictionaries like WordNet that is more confidence in english. syntactic parser
and corpus to do this task.

The method proposed have many modules than can serve in others task in the natural
language processing, this modules are mentioned in the follow section.

1.3.1 Provied modules

Anaphora resolution is a process that need many resources and linguistic tools, such as corpus,
computational resources, semantic labeled corpus, syntactic parsers, etc. and requires too
many specific process such as similarity and relatedness measure, evaluation metrics and others,
this work give many of this.

• Method to find the correct antecedent.

• Syntactic parser based in Stanford parser.

• Module to get the mixed noun and verb bigrams.

• Module to get the similar words like synonyms and hypernyms.

• File resource with verb-noun relation frequency.

• File resources with relevance of the relation verb-noun.

1.4 Document structure

Chapter 1 : Introduction. This chapter shows a brief introduction to the natural language
and the natural language processing, beside is showed the problem statement in which is
defined the problem and it restrictions, further in this chapter is showed the general objective
and specific objectives, as well as the significance of study and the contributions.

Chapter 2 : Basic Background. This chapter describes the tasks of anaphora resolu-
tion, coreference and the differences between them, describes the Winograd Scheme Challenge,
and describe basic information about the language, and the source and techniques used such
as parsers and WordNet.

Chapter 3 : Methods for Pronoun resolution. This chapter describes the differ-
ent works that have address the anaphora resolution, in specific to pronoun resolution and
Winograd Scheme Challenge, this work are classified by task and techniques for resolution.

Chapter 4 : Proposed algorithm. This chapter describes the proposed methods,
explain the similarity and relatedness measure as well as the process to have the weight of
relation relevance, explain each module with her input and output and how interact with each
others.

Chapter 5 : Experimental results. This chapter describes the obtained results and
compare each result by measure and show the assemble result that show how the results are
increased and a brief explanation of each measure.

Chapter 6 : Conclusions. Finally this chapter shows the conclusion of this thesis,
contributions, and future work.
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Chapter 2

Basic Background

2.1 Natural Language and Natural Language Processing

2.1.1 Natural language

It is not known exactly how the language arose, however the natural language used by humans
has the general purpose of communication between them. Thanks to this communication was
possible the evolution of the human species through the information, which can be transmitted
orally, written, etc. In general, natural language conforms to the following levels (Sidorov G.,
2001):

• Phonetics / phonology: phonetics is the branch of linguistics that studies sounds, the
which is an essential factor of human language. Problems in computational phonetics
are related to the development of systems of analysis and synthesis. Phonology describes
the way sounds work, that is, you are interested in relationships with other sounds and
their implications.

• Morphology: is the branch of linguistics that studies the internal structure of words such
as suffixes, prefixes, roots and flexions, also studies the system of categories grammar of
languages, such as gender, number, etc. The main problem of the morphology is that the
implementation of morphological analysis and synthesis systems need to develop large
root dictionaries, which is quite difficult to obtain.

• Syntax: part of the grammar that is responsible for studying the relationships between
words of a sentence and the function that each performs in it, to represent such relation-
ships there are two models: dependencies and constituents.

� Structure of constituents: in this structure the relationships are presented in the
form of a binary tree that shows how a sentence is divided into parts or con-
stituents, it is important to mention that each language has an established order
for constituents (basic units of the sentence).

� Dependency structure: here relations are marked with arrows on the tree of parsing
dependencies, a word may have several depend on it, and however, each word may
have only one dominant. In this structure it is shown how words are linked together
within a sentence.

Computational syntax must have methods for automatic analysis and synthesis,
that is, construct the sentence structure, or generate the sentence based on its
structure. The development of generators is a less complicated task and it is clear

5



6 CHAPTER 2. BASIC BACKGROUND

what algorithms are the needed for these systems. In contrast, the development
of parsers (Also called syntactic parsers) remains an open problem, especially for
languages that do not have a fixed word order, as is the case of Spanish. At English
language, the order of words is fixed, so English-based theories are not so easily
adaptable for Spanish.

� Semantics: is a subfield of linguistics whose purpose is to understand the meaning
of a sentence, for which one must know the meaning of the words and give the
interpretations to syntactic relations. Another task of semantics is to define the
meanings of words, which is a complicated task because there are different seman-
tic relationships among them, such as: hyponymy, synonymy, polysemy, homonymy
and antonymy. The definitions of the meanings of words are found in dictionaries,
however, the definitions of words are defined by other words, which can lead us to
a vicious circle. As a result of the semantic analysis, networks semantics, which are
a form of representation of linguistic knowledge, where the concepts and relations
are shown by a graph that usually represents a hierarchy. The problems of com-
putational semantics are very interesting, however many of these jobs still have no
solution, so more research is needed do.

� Pragmatics: it is the branch of linguistics that is interested in the context that
influences the interpretation of the meaning of a sentence. A sentence may have
intentions or different interpretations in different contexts. As we already have
many problems in the semantics, we can not continue the analysis at the next level,
so we must take this into account.

2.1.2 Natural Language Processing

Also called computational linguistics, Natural Language Processing is a discipline as old as the
use of computers, the latter can be very useful when you want to process a huge amount of
data, however, you are still not able to understand all the information provided by the data,
so the use of technologies of the PLN are made necessary. Some of its applications are the
following:

• Information Retrieval: The goal of this application is to provide the user relevant infor-
mation about a specific request, this work is not easy because of there may be a lot of
information that far from being a positive thing can cause problems because it is difficult
to find the relevant information.

• Interfaces in natural language: interfaces mean communication between the user and
machines, where the user does not require any previous knowledge about the handling
of programs, only natural language management is needed.

• Automatic translators usually translate the language intermediate representation (for
example syntactic analysis trees), in which differences can be adjusted as the order of
the words for later transform the intermediate representation into target language text.
This application is not simple.

• Abstract: is the process of analyzing a large text or a collection of texts and generating
a report containing the relevant information of the source texts in order to the reader
has an idea of the content without the need to read all texts.
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• Extraction of information: it is an application more that arose thanks to the appearance
of great volumes of texts and their goal is to automatically extract structured information
from readable documents to a computer.

2.2 Syntactic analysis

To the process of obtaining the syntactic relationships that words have within an expression
written in natural language or, the way in which they are grouped, is known as syntactic
analysis. The syntactic analysis can be studied in the form of grammars that define the struc-
ture of language, such as Context Free Grammars Grammars - CFG, Probabilistic Context
Grammar Free Grammars - PCFG), Core-dominated Grammars (Head-Driven Phrase Struc-
ture Grammars - HPSG), etc ; On the other hand, the syntactic analysis can be carried out
by means of computational structures such as the parse trees of which there are two different
types: analysis trees of syntactic dependencies and parse trees of constituents. This work uses
the parsers analysis of dependency and constituent trees, so that in the following subsections
the main characteristics of these two types are described of analysis trees.

2.2.1 Syntactic analysis of constituents

This section describes constituent-based parsing, which is based on trees of syntactic analyzes,
said trees describe a hierarchy formed by groups of words or syntactic constituents that form
an expression written in natural language. Each group or constituent has associated a label
that indicates the type of grouping, generally suggested by the group’s main word.

As can be seen, in a tree of particle analysis of constituents the leaves of the tree are
the words that form the original expression and the parents of the leaves correspond to the
grammar category tag assigned to each of them, for example ”Maria” and ”Book” is labeled
as a noun (NN), ”reads” as verb (V), ”the” as determinant (DT) and ”infantile” as adjective
(ADJ).

Intermediate nodes above those mentioned are assigned a group tag or a syntactic con-
stituent within the sentence; Such is the case of the group of words ”the book” that form
the constituent Nominal Group (GN) or Noun Phrase (NP) in English, in turn the group of
words ”read the children’s book” form the constituent Verbal Group (GV) or verb Phrase
(VP) and so on until you find the constituents GN and GV that form the complete Sentence
(O) in English. The syntax analysis trees of constituents are closely related to the grammars
context Free Grammars (CFG) as they are used to represent a sequence of grammar rules ap-
plied successively to generate the expression in this sequence of rules is known as a derivation
(Chomsky, 1956).

2.2.2 Syntactic analysis of dependencies

Dependency-based parsing has its origins in ancient Greece and in linguistics hindu by what is
even older than the syntactic analysis of constituents (Jurafsky and Martin, 2009). Dependency
analysis indicates the syntactic relationship between pairs of words associated within Of a
sentence. More specifically this type of analysis indicates which word is dominant and which
dependency (untyped dependencies) as well as the type of dependency relation that exists
between them (typified dependencies). The trees in Figure 3.2 show the tree of analysis of
dependencies not typified and typified for the expression ”New cars use little gas”. As it can be
seen, in a dependency analysis tree, each node corresponds to a word of the sentence analyzed
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and each edge indicates a governing-dependent relationship, said relationship being indicated
or not depending on whether said tree is typified by a label assigned to say edge.

It is not known exactly which of these types of analysis (constituents or dependencies)
is the Better, however, the researchers in favor of the dependency analysis argue that this
Type of analysis is favored in languages with ”variable word order”, which allows a word is
placed in different positions of a sentence maintaining a correct syntax which hinders the task
of analysis by constituents. Due to the above, they have developed procedures that make it
possible to convert constituent trees into dependency trees (Xia and Palmer, 2001) algorithm)
not typified by what can be observed a certain equivalence between the two representations.

2.2.3 Stanford Parser

The Stanford parser is a tool that enables parsing from expressions written in natural language.
This analyzer has support for both types of formalism (dependencies and constituents), is
currently widely used by natural Language Processing systems due to their good results and
to their constant upgrade.

For the analysis of constituents, the analyzer is based on statistical methods from repos-
itories Of trees (Klein and Manning, 2003), similar to approaches that use other analyzers
(Collins, 1999) and Charniak (Charniak, 2000), and for the analysis of typed dependency
parse. This analyzer is based on the representation of constituents and consists of 48 different
types of dependency relationships, which are ordered in a hierarchy, these relations were ini-
tially based on the set of relationships defined in (Carroll et al., 1999) and (King et al., 2003),
although over time they have been introduced refinements to them, since the primary focus of
the analyzer is more practical than theoretical.

It is also important to mention that the Stanford parser generates output for the rep-
resentation of dependencies, triplets composed by the grammatical relation that binds to a
dependent word with its ruler according to the following form:

relación(gobernant-##, dependent-##)

Where ## refers to the number of the word within the input expression. Then The
analyzer output is displayed for the expression ”Mars has two known moons, Phobos And
Deimos”

nsubj(has− 2,Mars− 1)
root(ROOT − 0, has− 2)
num(moons− 5, two− 3)
amod(moons− 5, known− 4)
dobj(has− 2,moons− 5)
appos(moons− 5, Phobos− 7)
appos(moons− 5, Deimos− 9)
conj and(Phobos− 7, Deimos− 9)

On the other hand, the representation of the syntax analysis trees of constituents follows
a notation of nested lists.

2.3 N-grams and syntactic N-grams

In this section we present the traditional N-grams and the syntactic N-grams, highlighting, Its
main characteristics, uses and classification.
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2.3.1 N-grams

A strict definition of N-grams is as follows: an N-gram is a sequence of n words of an expression
in natural language, and are generally used in processing applications such as automatic cor-
rection, voice recognition, and automatic translation, grammatical category labeling, natural
language generation, similarity between words, identification of authorship among others (Ju-
rafsky and Martin, 2009). An example of possible sequences of 2 words or bigramas (2-grams)
for the expression ”Friday I have exam” Are as follows: On Friday Friday I have I have
an exam And the possible sequence of 3 words or trigrams (3-grams) are: On Friday I have
Friday I have an exam.

2.3.2 Syntactic N-grams

concept of syntactic N-grams (syntactic N-grams / sn-grams) which are N-grams or word
sequences (or other elements) obtained from the order in which the elements appear in the
syntax analysis trees (Dependencies or constituents) of a sentence; More specifically, the syn-
tactic N-grams are constructed from the sequence of nodes that can be reached in any path
of length n in a parse tree. This type of syntactic N-grams is known as continuous syntactic
N-grams (Sidorov et al., 2012).

There are different types of syntactic N-grams classified according to the type of elements
that These take into account. The following is mentioned:

• Word sn-grams: in this type of syntactic N-grams elements that are taken in count
are the words that constitute the input expression.

• POS sn-grams: In this type of syntactic N-grams, the labels of grammar category
corresponding to each word of the input expression in place to take those words directly
into account.

• Syntantic relations sn-grams: In this type of syntactic N-grams, the elements that
they are taken into account are the labels assigned to edges that join two words within
the dependency parsing tree. These labels correspond to the syntactic relations between
the words that this edge unites.

• Mixed sn-grams: this type of syntactic N-grams takes into account a mixture of
different types of elements such as: words, grammatical category tags and / or types
of syntactic relationships.

2.4 Stemming

Stemming consists of removing non-essential parts in words such as suffixes or prefixes in such
a way that the remaining fraction of a word after this process is known as ”stem” or lexeme.
It should be mentioned that in English there are the concepts of lemmatization and stemming.
In the process of stemming a set of rules is applied that allow to realize this reduction, so this
process is responsible for obtaining the stem of a word which is not necessarily has a meaning,
an example of the stemming process is as follows:

• Dog, puppy, dogs → dog

On the other hand, in the process of lemmatization a morphological analysis of the word
with order to bring it to its base form (lemma in English) (Manning et al., 2009) in such a
way that said base form has meaning. An example of this is the following:
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• I ate, I ate, I ate → Eat

Stemming and stemming techniques are useful in areas such as information retrieval, where
it is desired to retrieve data that matches a given word, helping Increase the retrieval of
important documents. A disadvantage is the reduction in the efficiency of the systems, which
is affected due to the resources required to implement these processes. There are several
stemming algorithms; However one of the most popular is that of Porter (Porter, 1980), who
uses a set of rules with the purpose of eliminating certain suffixes of words; Algorithm is
popular for its speed and good results.

2.5 Stop words

Another technique that is very helpful in some applications of Language Processing natural is
the elimination of stop words. These words refer to words that occur very often in expressions of
a language, so the appearance of them does not information, and therefore, are often eliminated
before or after processing a natural language sentence to be analyzed.

There is no definitive list of stop words since it depends on the type of application, however
the most common include prepositions and articles as part of these. Then provides a list of
the most common stop words for the English language:

a, able, about, across, after, all, almost, also, am, among, an, and, any, are, as, at, be,
because,been, but, by, can, cannot, could, dear, did, do, does, either, else, ever, every, for,
from, get, got,had, has, have, he, her, hers, him, his, how, however, i, if, in, into, is, it, its,
just, least, let, like,likely, may, me, might, most, must, my, neither, no, nor, not, of, off, often,
on, only, or, other,our, own, rather, said, say, says, she, should, since, so, some, than, that,
the, their, them, then,there, these, they, this, tis, to, too, twas, us, wants, was, we, were, what,
when, where, which,while, who, whom, why, will, with, would, yet, you, your.

2.6 Lexical semantic relations

Semantic linguistics is a subfield of semantics in general that studies the meaning of The
linguistic expressions that do not depend on the context. on the other hand, lexical semantics
deals with the study of relationships between words, which are seen as nodes within a graph or
hierarchy, from which it is possible to obtain semantic lexical relations such as the following:

• yperonymy: hyperonymy is a lexical semantic relationship that can be thought as a
generalization relation. For example, tree is hyperonym of cedar, since the latter includes
all tree features.

• Hyponym: unlike hyperonymy, hyponymy can be seen as a relationship of specification,
so that Mondays and Tuesdays are hyponyms of day, since these contain in their meaning
day features.

• Synonymy: refers to the relationship between words of similar meanings but which are
Written in a different way and therefore are interchangeable without altering the meaning
Of a sentence. An example of this are the words auto and car.

• Antonyms: it is the opposite relation to the synonymy, in which the meaning of two
words Is opposite. An example of this is: black and white.

• Meronys: can be seen as a relationship ”is part of”. For example the word finger It is
hand merimo.
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• Holonyms: is a relationship similar to meronimia that indicates the relationship ”com-
posed of”. an example of this is the word tree that is holonomic of leaf, branches and
trunk.

2.7 Similarity between words

Lexical semantic relations such as the case of synonymy (described in the previous section),
can be seen as a binary relationship, since two words may or may not be synonymous; so, these
relationships can be seen as rigid concepts. Due to the above, many applications use a more
flexible metric called word-likeness, which based on the intuition that two concepts are more
similar the greater the number of characteristics that they have in common, and conversely,
two concepts are semantically different or have a greater semantic distance, as their common
characteristics are less.

Word resemblance calculation is useful in many applications, such as: retrieval of informa-
tion, question answer systems, automatic summaries, language generation natural, automatic
translation, etc. The methods that try to measure the similarity between words are divided
into two: based on thesauri and distributional methods; The first measure the distance be-
tween two words using the graph formed by the hierarchy of words of the thesauri, while the
second esteem the similarity between words giving like similar words that have distributions
similar in a corpus (Jurafsky and Martin, 2009). Some measures are described below. Based
on thesaurus since they are the ones used in this work of thesis.

2.7.1 Basic Concepts

In order to describe thesaurus-based similarity measures it is important to define three Con-
cepts:

• Probability of a concept: this is calculated by counting the number of times the
concept ”c” in a corpus and adds to the number of times you see any other concept
derived from ”c” therein. Finally this amount is divided by the total number of words
in the corpus as shown in the following formula. It should be mentioned that estimation
of this value requires an additional corpus to the thesaurus (Resnik, 1995).

P (c) =
Σwcwords(c)count(c)

N
(2.1)

• Information Content (IC): refers to the amount of information contained in a concept
and is calculated by obtaining the negative logarithm of the probability of this concept
within the thesaurus hierarchy

IC(c) = −logP (c) (2.2)

• Lowest Common Subsumer (LCS): Taking into account the Hierarchy of a the-
saurus, the closest common ancestor is the lowest node in the hierarchy Which is achieved
by two given concepts.

2.7.2 Path-length

The measure of path length similarity (Leacock et al., 1998) is based entirely on the intuition
that two concepts belonging to the hierarchy of a thesaurus are more similar while their
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Figure 2.1: path length

distance within the hierarchy is smaller. To measure the distance between two concepts is
counted the number of edges by which these concepts are separated taking into account the
shortest possible path between the two nodes belonging to them. The figure 2.1 graphically
shows the values corresponding to the distance between the concept nickel and the other words
within a mini hierarchy. Taken from (Jurafsky and Martin, 2009).

2.7.3 Resnik Similarity Measure

The measure of similarity length of travel, has the disadvantage of taking uniformly the dis-
tance between concepts so that, according to this, the distance from nickel to money would
be the same as from nickel to standard, taking as reference to Figure 3.11, which is not very
intuitive. Due to the above, other measures were created that try to solve this problem based
on corpus that allow the calculation of information content values for each concept. The first
of these is Resnik’s resemblance measure (Resnik, 1995), which considers that the similarity
between two concepts is equal to the information content of the ancestor as shown in the
following formula (2.3):

simresnik(c1, c2) = IC(LCS(c1, c2)) = −log(LCS(c1, c2)) (2.3)

2.7.4 Lin Similarity Measure

This measure (Lin, 1998a) is based on the intuition that to measure the similarity between two
concepts A and B, it is necessary not only to measure the common information between them,
but also the difference between them. According to the above, the similarity according to Lin
is obtained measuring what two concepts A and B have in common as IC(common(A,B)) and
the difference between them as IC(Description(A,B))−IC(Common(A,B)). The Similarity
Formula proposed by Lin is shown below (2.4):

simlin(c1, c2) =
2× logP (LCS(c1, c2))

logP (c1) + logP (c2)
(2.4)

:
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2.7.5 Jiang-Conrath Similarity Measure

The Jiang-Conrath measure (Jiang and Conrath, 1997) propose a measure of similar similarity
To Lin’s, although derived in a different way, since it expresses the similarity function taking
into account the distance between the concepts, as shown in the following formula (2.5):

distjcn(c1, c2) = 2× logP (LCS(c1, c2))− (logP (c1) + logP (c2) (2.5)

2.7.6 Lesk relatedness measure extended

This measure (Banerjee and Pedersen, 2003) takes into account the gloss overlap between the
concepts And between the glosses of the hyponymic, hypertonic, meronymous and any another
semantic relationship available in the thesaurus with the intuition that the more they overlap
Its glosses, the more similar the concepts. This is summarized in the formula presented to
continuation (2.6):

simlesk(c1, c2) = Σr,q∈Relation(c1,c2)Overlapping(gloss(r(c1)), gloss(q(c2))) (2.6)

2.7.7 Wu and Palmer

he Wu and Palmer measure (wup) calculates relatedness by considering the depths of the two
synsets in the WordNet taxonomies, along with the depth of the LCS. The formula is (2.7).
This means that 0 < score <= 1. The score can never be zero because the depth of the LCS
is never zero (the depth of the root of a taxonomy is one). The score is one if the two input
synsets are the same.

wup = 2 ∗ depth(lcs)/(depth(s1) + depth(s2)) (2.7)

2.7.8 Leacock and Chodorow

The relatedness measure proposed by Leacock and Chodorow is formula (2.8), where length
is the length of the shortest path between the two synsets (using node-counting) and D is the
maximum depth of the taxonomy.

lch = −log(length/(2 ∗D)) (2.8)

The fact that the lch measure takes into account the depth of the taxonomy in which
the synsets are found means that the behavior of the measure is profoundly affected by the
presence or absence of a unique root node. If there is a unique root node, then there are
only two taxonomies: one for nouns and one for verbs. All nouns, then, will be in the same
taxonomy and all verbs will be in the same taxonomy. D for the noun taxonomy will be
somewhere around 18, depending upon the version of WordNet, and for verbs, it will be 14. If
the root node is not being used, however, then there are nine different noun taxonomies and
over 560 different verb taxonomies, each with a different value for D.

If the root node is not being used, then it is possible for synsets to belong to more than one
taxonomy. For example, the synset containing turtledove#n#2 belongs to two taxonomies:
one rooted at group#n#1 and one rooted at entity#n#1. In such a case, the relatedness is
computed by finding the LCS that results in the shortest path between the synsets. The value
of D, then, is the maximum depth of the taxonomy in which the LCS is found. If the LCS
belongs to more than one taxonomy, then the taxonomy with the greatest maximum depth is
selected (i.e., the largest value for D).
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2.7.9 Hirst and St-Onge

This measure (hso) works by finding lexical chains linking the two word senses. There are
three classes of relations that are considered: extra-strong, strong, and medium-strong. The
maximum relatedness score is 16.

2.8 Evaluation measures

There are some measures used to quantify the performance obtained in classification tasks.
In this case, the classification task is to decide whether two input expressions are or not a
true pair of paraphrases. Such measures are: accuracy, precision, recall and measurement F
(F-measure) which are described below. Obtaining such measures is based on the counting of
pairs classified correctly or incorrectly, which are:

• TP (True Positives): represents the number of correctly paired true pairs.

• TN (True Negatives): displays the number of false pairs correctly classified (ie, clas-
sified as false).

• FP (False Positives): shows the number of false pairs classified as true.

• FN (False Negative): represents the number of true pairs classified as negative.

2.8.1 Accuracy

Accuracy (accuracy) measures the percentage of correct total results obtained, so, If 50 pairs
of 100 are correctly sorted, then their accuracy will be 50 . The formula (2.9): shows how to
calculate this value.

accuracy =
TP + TN

TP + TN + FP + FN
(2.9)

2.8.2 Precision

This measure expresses the percentage of pairs classified as true that were actually true, That
is, it measures how well the classification is relative to a specific label. Formula (2.10): shows
how to calculate this measure.

accuracy =
TP

TP + FP
(2.10)

2.8.3 Recall

The recall measure indicates which percentage of positive pairs were detected when performing
the classification. Formula (2.11): shows how to calculate this measure.

accuracy =
TP

TP + FN
(2.11)
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2.8.4 Measure F1

The measure F (F-measure) is the harmonic mean between precision and recovery. The formula
(2.12)

Fβ = (1 + β2)
presicion× recall

(β2 × precision) + recall
(2.12)

although for the evaluation generally the symbol β is equal to 1, so the formula (2.12) used
becomes (2.13)

F1 = 2× presicion× recall
precision+ recall

(2.13)
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Chapter 3

Methods for anaphora Resolution

3.1 pronoun resolution

3.1.1 supervised

3.1.1.1 Learning to Disambiguate Relative Pronouns

In this investigation is showed how a natural language system can find out to the previous
of relative pronouns. it uses a well-known conceptual clustering system to create a case-
based memory that prognosticate the antecedent of a wh-word given a information of the
clause that come from. The automated approach duplicates the representation of hand-coded
rules. Summing up, it needs only minimum syntactic parsing capabilities and a very general
semantic quality for describing nouns. The manlike colaboration is needed during the practise
phase.It is possible to compile relative pronoun disambiguation heuristics tuned to the syntactic
and semantic preferences of a new control with relative ease. Furthermore, it considers that
the manner of doing it , provide a general close for the automated acquisition of additional
disambiguation heuristics for real language systems, especially for problems that need the
adaptation of syntactic and semantic data.

3.1.2 unsupervised

3.1.2.1 Solving Hard Coreference Problems

The resolution of the Coreference is a problem of natural language comprehension from which
reliable solutions can be obtained. A complication that arises is to solve cases that involve
pronouns as they often require a deep understanding of language and the use of knowledge. In
this paper is proposed an algorithmic solution that involves a new representation of the knowl-
edge and it requires to deal with problems of coreference, together with a limited optimization
framework that uses this knowledge in the decision making of corregencia. This representa-
tion is automatically compiled in the constraints that affect the decision of the coreference. Is
presented a general coreference resolution system that notably improves the state of the art
performance in hard, Winograd, and pronouns in cases of resolution, while still performing in
the state-of-the-art coreference standard in joint data resolution.

3.1.2.2 An Example-Based Approach to Difficult Pronoun Resolution

The Winograd design shows identical phrases that contain a referential ambiguity which means
that for a person it is easy to analyze but not for a computer. This work inspects the overall
characteristics and knowledge required for such design. As you can see people tend to avoid

17
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ambiguous backgrounds when using written pronouns. This shows a method that acquires
similar examples to the designs of Winograd but which have less ambiguity. A search is
performed that captures the essential parts of a given font and then the alignments of the
source sentence and their recovered examples are centered. Experimental results show that
the sentence on the Web contains useful worlds for pronoun resolution.

3.2 Winograd scheme resolution

3.2.1 supervised

3.2.1.1 Combing Context and Commonsense Knowledge Through Neural Net-
works for Solving Winograd Schema Problems

This thesis proposes a general framework to combine the context and the common knowledge
to solve the Winograd (WS) scheme and the problems of the pronoun disambiguation (PDP).
Common sense knowledge bases are (eg pairs of cause-effect words) quantified as knowledge
limitations. The limitations guide us to learn the improved embodiments of knowledge (KEE)
of large text corpus. This framework resides in the pre-trained KEE models, proposes two
methods to solve WS and PDP problems. The first method is an unsupervised method that
represents all the pronouns and mentions of candidates in continuous vector spaces based on
their contexts and calculates the semantic similarities between all pairs of acceptable words.
The pronoun disambiguation procedure could then be implemented by comparing the seman-
tic similarities between the pronoun (to be solved) and all mentions of the candidate. The
second method is a supervised method, which extracts characteristics for all the pronouns and
mentions of the candidate solves WS problems by training. Like the first method, the features
used in the second method are also extracted based on the KEE models. Tests performed
on the available PDP and WS test sets show that both achieve consistent improvements over
basal systems. The best performance achieves 63 accuracy in the PDP test suite of the first
Winograd Schema Challenge.

3.2.1.2 Resolving Complex Cases of Definite Pronouns: The Winograd Schema
Challenge

The task was to solve complex cases of definite pronouns, specifically those of traditional
restrictions of the coreference (for example, binding restrictions, gender and number matching),
as well as the commonly used resolution heuristics. Being able to solve this work has broader
complications in artificial intelligence: a restricted version of it, sometimes called the challenge
of the Winograd scheme, has suggested as a conceptual and practically attractive alternative to
the Turing Test. A broad knowledge approach is used for this work, which produces a pronoun
to be solved that exceeds the state-of-the-art resolvers by almost 18 points of accuracy in the
data set.

3.2.2 knowledge

3.2.2.1 An Approach to Solve Winograd Schema Challenge Using Automatically
Extracted Commonsense Knowledge

The Winograd Schema Challenge is an alternative to the Turing test. A Winograd scheme
consists of sentences and questions such that the answer to the question depends on the
resolution of a pronoun defined in the sentence. The answer is notorious for humans, but it
is difficult for computers, as it requires knowledge of words or concepts in the sentence. In
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this article we propose a technique that analyzes the text semantically and seeks the common
sense knowledge that is necessary to use the knowledge and answer a given question.

3.2.2.2 An Example-Based Approach to Difficult Pronoun Resolution

Dismayed by the Turing test’s ability to properly evaluate whether a system exhibits human
intelligence, the Winograd Scheme Challenge (WSC) It has been proposed as a solution. A
Winograd scheme consists of a sentence and a question. The answers to the questions are
intuitive for humans But they are designed to be complex toward machines, as they require
various forms of common-sense knowledge about prayer.

It presents an approach that identifies known respondents to a challenge question, hunt
down that knowledge of text repositories, and then reasons with them to come up with the
answer. In the process a semantic analyzer was made (Www.kparser.org). It shows the
approach It works well with respect to a subset of Winogradschemas

3.2.3 Inferences

3.2.3.1 Tackling the Winograd Schema Challenge Through Machine Logical In-
ferences

Levesque has said that the problem of solving difficult pronouns in a carefully chosen set of
identical sentences defines it as the Winograd Schema Challenge (WSC), which could serve as
a conceptual and practically attractive resource for the well-known Turing work. As he men-
tioned “anything that correctly answers a series of these questions is to think in the full sense
as it is usually only for people. In this work they solve cases of definite pronouns. Specifically,
those for which co-reference constraints as well as commonly used resolution heuristics are not
useful, or the procedure they follow is very similar to a statistical approach, without involving
the common logic as people do.

3.2.3.2 The Winograd Schema Challenge and Reasoning about Correlation

The Winograd Schema Challenge is a Turing test solution that can give a more meaningful
measure of computer intelligence. This has a set of problems of resolution of the coreference
that can not be solved without human thought. It is considered that the solution to such a
problem lies in the coherence of discourse. Specifically, we examine two types of rhetorical
relationships that can be used to establish discourse coherence: positive and negative correla-
tion. It proposes a framework for reasoning on the correlation between sentences, and shows
how this framework can be used to give solutions to some problems Winograd Schema
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Chapter 4

Proposed method

The proposed method in this thesis tries to find automatically the correct antecedent in an
anaphoric relation, the method is based in syntactic information which is obtained from the
Winograd schemas, besides make use a resource file that contains the typical and more frequent
concordance between Verbs and nouns, the method use to many similarity measures using the
WordNet::Similarity [1]. y WordNet 3.0 [2].

The proposed method is not a supervised method because does not use semantic tagged
statement to learn neither to build semantic classifiers, and this method neither is an unsu-
pervised method because does not make a classification using big corpora. this method is
knowledge-based because use information resources like a WordNet and Sketch Engine.

In general, this method chooses an antecedent considering similarity between nouns in the
context and antecedents ,and relatedness based in concordance between candidates and verbs
, this noun can be very specific so it necessary to get semantic relation like synonyms and
hypernyms. so this semantic relation will form a set of new antecedents for each antecedent.

This set of antecedent, that have a semantic relation between them, will be the input for
the antecedent selection algorithm that select the set of antecedent with highest score using
semantic measures Pedersen et al. [77].

4.1 Description of proposed system

The system that was implemented is conformed by different modules that were built indepen-
dently, so each module can be util for others task in natural language processing. in this first
chapter stage it is explain each module, and in the following section it will explain inputs,
functionality and outputs for each module within the system. the figure 4.1 shows this shows
a blocks diagram with the interaction between modules within the system.

4.1.1 Antecedents, pronoun and solution extraction

This module read a XML file which have Winograd Schemes, the figure 4.2 show an example
of a Winograd scheme in XML format, the module read a winograd schema and make Schema-
object that is defined by definition 2:

Definition 2. A Schema-object Si is a dictionary with 〈text, P, C1, C2, ans〉 where

• text : text in the winograd schema.

• P : pronoun to disambiguate.

• C1 : first antecedent in the anaporic relation

21
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Figure 4.1: General system architecture
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Figure 4.2: XML example of Winograd schema statement

• C2 : second antecedent in the anaporic relation

• ans : correct antecedent for the winograd schema

The input for this module is a XML Winograd schema and the ouput is the Schema -
object Si

4.1.2 verb-noun concordance relation

This module get the most frequent concordance between verb and noun and their frequency
that exist in sketch engine data base, it obtain a list of approximately one million of concor-
dances. and create a file which store this concordances and their frequencies.

This module is based in the model TF-IDF (term frequency - inverse document frequency),
this module calculate for each concordance relation stored in the concordance file this value,
this model is used in classification task and document similarity task, representing each doc-
ument by a vector and comparing multidimensionally. However for this task a document is
equivalent to each concordance relation between verb and noun that exist in the concordance
file, each concordance relation is defined with the follow definition: 3:

Definition 3. A verb-noun concordance relation is a tuple with 〈V,N, frecc〉 where

• V is a verb and tuple head.

• N is a nonun and tuple modifier.

• frecc is the numer of times that V and N are together in the sketch engine source.

for a noun (or modifier in this thesis) is necessary calculate the normalized frequency and
his inverse-frequency, inverse-frequency is the number of verbs that have concordance relation
with this noun, and finally the concordance relation weight give the concordance relation
importance between this noun and any verb, the normalized frequency is given by (4.1):

fv,n =
freccv,n

maxfrecc1,n
(4.1)

where:

• freccv,n is the concordance relation frecuency between nouni and verbj .

• maxfrecc1,n is the maximun frecuency that have any noun with verbj
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The noun inverse - frequency in given by (4.2):

idfi = log
N

ni
(4.2)

where:

• N is the total number of verb in the concordance source file.

• ni is the number of verb that have concordance relation with the noun i.

Finally, the weight that had the concordance relation between verb and noun in given by:
(4.3):

wi,j = fi,j × idfi (4.3)

where:

• fi,j is the normalized frequency of the noun i with the verb j

• idfi is the inverse-frequency of the noun i.

TF gives the noun importance regard the verb which is part or his concordance relation,
so the weight increases if the noun is more frequent with this verb, otherwise, IDF gives the
noun importance regard the all the verbs which is part or his concordance relation, so the noun
weight decreases if this noun appears more frequently with the others verbs in the resource.

so the input for this module is a verb-noun concordance relation and the output is the
follow tuple 〈V,N, frecc, tf, idf, w〉 where

• V is a verb and tuple head.

• N is a nonun and tuple modifier.

• frecc is the numer of times that V and N are together in the sketch engine source.

• tf is the term-frequency obteined by (4.1).

• idf is the term-frequency obteined by (4.2).

• w is the wight of the noun obteined by (4.3).

An ouput exmple is showed in table 4.1

4.1.3 Syntactic parser

This module receives the text in the scheme - object defined by definition 2 and get syntactic
tree using Stanford Parser [47], this module tagged each word in the statement and add this
tag POS to the Si and add all relation on dependency too.

For example:

Si(text) = the bee landed in the flower because it want pollen.

get tagging POS

Si(POS) = the/DT bee/NN landed/VBD in/IN the/DT flower/NN because/IN
it/PRP want/VBP pollen/NN
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Table 4.1: Example of tuples 〈V,N, frecc, tf, idf, w〉

Verb Noun frequency tf idf 2

take place 185576 0.11822153 2.163086 0.25572333

be part 164582 0.048840113 1.7947271 0.08765467

be way 133611 0.039649393 1.6282218 0.06455801

be time 127544 1.7805147E-6 1.4735535 2.6236837E-6

be thing 83126 0.024667844 1.7624434 0.04347568

take part 81055 0.051636234 1.7947271 0.092672944

be member 77505 0.022999799 2.0418725 0.046962656

be something 77092 0.02287724 2.2324471 0.05107223

be case 74254 0.022035057 2.1579447 0.047550432

be year 69744 1.4837623E-6 1.5949645 2.3665482E-6

be problem 68683 0.02038185 2.0705914 0.042202484

be place 62293 0.0184856 2.163086 0.03998594

be number 61279 0.018184694 1.7596849 0.03199933

be lot 59444 0.017640153 2.2357676 0.039439283

provide information 58785 0.03744909 2.0086408 0.07522177

provide service 58505 0.037270717 1.7982997 0.06702392

be bit 58102 0.017241912 2.079086 0.035847418

be nothing 51171 0.0151851205 2.8770673 0.043688614

have time 51145 5.7334664E-6 1.4735535 8.44857E-6

make decision 50900 0.032425936 2.5711317 0.083371356

be people 50826 1.7805147E-6 1.4104064 2.5112492E-6

have effect 50770 0.03234312 2.0464492 0.06618855

have problem 49299 5.0964145E-6 2.0705914 1.0552592E-5

be man 48795 0.014480037 1.625207 0.023533056

play role 47274 0.030115988 2.337194 0.07038691

get dependencies relation

Si(parse) = det(bee-2, the-1) , nsubj(landed-3, bee-2) , root(ROOT-0, landed-3) ,
case(flower-6, in-4) , det(flower-6, the-5) , nmod(landed-3, flower-6) , mark(want-9,
because-7) , nsubj(want-9, it-8) , advcl(landed-3, want-9) , dobj(want-9, pollen-10)

The input for this module is the text in the Schema-object and the output is the same Schema-
object with POS and parse.

4.1.4 verb - noun bigrams

This modules have three method, all methods have the same input type and the same output
type, the firs method return the bigrams that was obtained in the above section. the second
method use of WordNet to get the sense for the word and all synonyms for each sense. finally
the third method use WordNet [5] to obtain the first hypernyms

4.1.4.1 simple bigrams

This module receives syntactic bigrams of constituents, this bigrams are mixed bigrams because
are formed by the grammatical category tag and the word in the sentences, so in this module
return all the bigrams that are nouns and verbs because we are looking for the most frequently
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verb-noun concordance relation.

So the input for this module is a schema-object and the output is a list of mixed bigrams
for this schema-object

For example:

input

Si(text) = the bee landed in the flower because it want pollen.

output

(bee/NN),
(landed/VBD),
(flower/NN),
(want/VBP),
(pollen/NN)

4.1.4.2 derivation of bigrams

This module receives syntactic bigrams of constituents, this bigrams are mixed bigrams because
are formed by the grammatical category tag and the word in the sentences, so in this module
return all the bigrams that are nouns and verbs because we are looking for the most frequently
verb-noun concordance relation.

Additionally the method use WordNet to get the different senses of the word and get all
the words in each synset and their synonyms.

So the input for this module is a schema-object and the output is a list of mixed bigrams
and it synonyms for this schema-object.

For example:

input

Si(text) = the bee landed in the flower because it want pollen.

output

(bee/NN),
(landed/VBD),
(flower/NN),
(plant/NN),

(want/VBP),
(pollen/NN)

4.1.4.3 more general bigrams

This module receives syntactic bigrams of constituents, this bigrams are mixed bigrams because
are formed by the grammatical category tag and the word in the sentences, so in this module
return all the bigrams that are nouns and verbs because we are looking for the most frequently
verb-noun concordance relation.

Additionally the method use WordNet to get the different senses of the word and get all
the words in each synset and their synonyms.

Additionally the method use WordNet to get the hypernyms to the word and get all the
words in each synset and their synonyms.
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So the input for this module is a schema-object and the output is a list of mixed bigrams,
its synonyms and its hypernyms for this schema-object.

For example:

input

Si(text) = the bee landed in the flower because it want pollen.

output

(bee/NN),
(animal/NN),
(insect/NN),

(landed/VBD),
(flower/NN),
(flora/NN),

(want/VBP),
(pollen/NN),

(seed-plant/NN)

4.1.5 Measures of semantic Relatedness

the method of semantic relatedness is a collection of six measures, Wu and Palmer [8], Jiang
and Conrath [72], Leacock and Chodorow, [7] Lin [10], Resnik, [78] Path length [9], this
measure were selected because there got the best result in the experiments, and because have
the necessary complement to get a assemble algorithm together with the concordance resource.

The Jian-Conrath measure is based in Information Contente (IC) and path size between
concepts. Unlike to Resnik, who introduce this concept, Jian-Conrath not only use Information
Content that is proportioned by Least Common Subsumer (LCS) of both concepts, unless this
use the information content proportions by each compared concept.

Lin is based in the same principle, he take the common information between the concepts
like LCS and Information Content, this measure and the above are very similar, but they were
developed by separated.

the adapted Lesk measure is a varian of the original Lesk [12] algorithm, which is based
in gloss compression, and this adaptation is based in take the Neighbors’s gloss making use of
the hierarchy of Wordnet.

this module use the library “WordNet::Similarity” to perform each measure of similarity
and make a dictionary with each worth with each antecedent.

4.2 Antecedent selection

In above sections, it was revised the process in which is obtained bigrams, tff-idf values and
relatedness measures about a schema object S. this section describes the general process used
to get the correct antecedent between two Sc1 and Sc2 in schema-object S, this antecedent are
written in natural language and was used the follow methods.

Method 1: Direct antecedent was used with complementaries techniques in Natural Lan-
guage Processing (NLP) like stemming, remove stop words, and negation to get the noun and
verb, to find their frequency in the concordance resource file.

Method 2: Antecedent with the method 1 and all synonyms in all senses founded in
WordNet was used to make a list of candidates antecedents to get the noun and verb, to find
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their frequency in the concordance resource file.

Method 3: Antecedent with the method 2 and hypernyms in all senses founded in Word-
Net was used to make a list of candidates antecedents t to get the noun and verb, to find their
frequency in the concordance resource file.

Method 4: Antecedent with the method 3 was used to find the minimum tf-idf worth and
this antecedent was be selected.

Method 5: Antecedent with the method 1 and all constituents bigrams was used to get all
measures of relatedness by each bigram and candidate, and the minimum measure is selected.

Follow sections describe the above method used to resolve the anaphoric antecedent.

4.2.1 simple method

The first method used to resolve the anaphoric antecedent is called simple method, because
this get the mixed constituent bigrams that was generated by syntactic parser module return
a constituent bigram list. An ouput exmple is showed in table 4.2

Table 4.2: List mixed constitued bigrams taht was obtained in the syntactyc parser module
for the Si(text) = the bee landed in the flower because it want pollen.

mixed constituent bigrams

(NN, bee)

(VBD, landed)

(NN, flower)

(VBP, want)

(NN, pollen)

it is important say that the module realized a step in which some POS tag was was
generalized, with this step obtains more bigrams. this generalization stop was applied on verbs
and nouns, because this have different variants like substantive categories like plurals (NNS),
proper names (NNP) and plurals proper names (NNPS), so this categories were generalize to
(NN), the same way for verbs because these have different categories like past ver (VBD),
gerund verb (VBG), participle verb (VBN) and third person verbs (VBZ) and these were
generalized to VB. An exmple is showed in table 4.3

Table 4.3: List mixed constitued bigrams taht was obtained in the syntactyc parser module
and his generalization

mixed constituent bigrams mixed stemmed constituent bigrams

(NN, bee) –

(VBD, landed) (VB, landed)

(NN, flower) –

(VBP, want) (VB, want)

(NN, pollen –

4.2.1.1 stemming

In the chapter 2 was mentioned the stemming task, that is a process that remove the suffix
and prefix of the word because this does not give relevant information, for example Applying
to the words dancer, dancing and danced the process get dance for all the words.
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the stemming process used the porter algorithm [79]. the system use stemming because
the concordance source file have noun and verb in stem form. This process is necessary to
get correctly the concordance relations.

this stemming process is applied to the mixed constituent bigrams this process is
applied only to the word and the POS tag not change. An exmple is showed in table 4.4

Table 4.4: List mixed constitued bigrams taht was obtained in the syntactyc parser module
for the Si(text) = the bee landed in the flower because it want pollen.

mixed constituent bigrams mixed stemmed constituent bigrams

(NN, bee) –

(VBD, landed) (VB, land)

(NN, flower) –

(VBP, want) –

(NN, pollen –

4.2.1.2 remove determinant

This task was added because both antecedents in the Winograd schema are the same type
(male, female) or are both are plural or singular, for this reason the determinant not contain
any information to helps anaphora resolution.

This module affect directly to the antecedents and the answer elements in the schema-
object Si so the information change, for example. Si(text) : the bee landed on the flower
because it want polle.

• Si(C1) the bee change to bee.

• Si(C2) the flower change to flower.

• Si(ans) the bee change to bee.

4.2.1.3 simple-verb-noun frequency

to get verb-noun frequency the simple method make a list of tuples with each antecedent, all
verbs in the constituens bigramas, and the frequency of their, this three elementns this tuple
is defined by Definition 4.

Definition 4. A tulpe Ti is a tuple with 〈V,N, f〉 where

• V : verb in the constituents bigrams.

• N : noun or antecedent.

• f : number of time that the V and N appears together in the concordance resource file

with this list the algorithm 4.1 compare each frequency by antecedent and get the an-
tecedent with the max frequency.



30 CHAPTER 4. PROPOSED METHOD

Algorithm 4.1: simple algorithm

1 A← null, V ← listOfV erbs, C1 = Si(C1), C2 = Si(C2), Answer = Si(ans)
2 for each verb ⊆ V then:
3 if freq(verb, C1) > freq(verb, C2) then:
4 A← C1

5 end if
6 else freq(verb, C2) > freq(verb, C1) then:
7 A← C2

8 end else
9 end for

10 if Answer == A then:
11 return 1
12 end if
13 else:
14 return 0
15 end else

This algorithm no ever find a result, because the nouns are very specific, so the follow
methods get more general nouns.

4.2.2 derivation method

the second method that is used to resolve the anaphoric antecedent is called derivation method,
because this get the mixed constituent bigrams that was obtained by syntactic parser module
that return a constituent list, apply that above method mentioned (stemming and remove
determinant).

With the mixed method list, get a list for each antecedent and using Wordnet get their
synonyms. in this way the method can get more frequencies to disambiguate the pronoun.

With this major list of nouns the algorithm 4.2 compare each frequency by antecedent and
his derivation and get the antecedent with the max frequency.
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Algorithm 4.2: derivation algorithm

1 A← null, V ← listOfV erbs, , C1 = Si(C1), C2 = Si(C2), Lc1 ← getSynonyms(C1),
Lc2 ← getSynonyms(C2) Answer = Si(ans)

2 for each verb ⊆ V then:
3 for each AC1 ⊆ Lc1 then:
4 for each AC2 ⊆ Lc2 then:
5 if freq(verb,AC1) > freq(verb,AC2) then:
6 A← AC1

7 end if
8 else freq(verb,AC2) > freq(verb,AC1) then:
9 A← AC2

10 end else
11 end for
12 end for
13 end for
14 if Answer == A then:
15 return 1
16 end if
17 else:
18 return 0
19 end else

This algorithm no ever find a result, because the nouns and her synonyms are very specific,
so the follow methods get more general nouns.

4.2.3 Hypernyms method

The third method that is used to resolve the anaphoric antecedent is called hypernyms method,
because this get the mixed constituent bigrams that was obtained by syntactic parser module
that return a constituent list, apply that above method mentioned (stemming and remove
determinant).

With the mixed method list, get a list for each antecedent and using WordNet get their
synonyms and hypernyms. in this way the method can get more general frequencies to disam-
biguate the pronoun.

With this major list of nouns the algorithm 4.3 compare each frequency by antecedent and
his derivation and get the antecedent with the max frequency.
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Algorithm 4.3: hypernyms algorithm

1 A← null, V ← listOfV erbs, , C1 = Si(C1), C2 = Si(C2), Lc1 ← getHypernyms(C1),
Lc2 ← getHypernyms(C2) Answer = Si(ans)

2 for each verb ⊆ V then:
3 for each AC1 ⊆ Lc1 then:
4 for each AC2 ⊆ Lc2 then:
5 if freq(verb,AC1) > freq(verb,AC2) then:
6 A← AC1

7 end if
8 else freq(verb,AC2) > freq(verb,AC1) then:
9 A← AC2

10 end else
11 end for
12 end for
13 end for
14 if Answer == A then:
15 return 1
16 end if
17 else:
18 return 0
19 end else

This algorithm no ever find a result, because there are nouns that don‘’t have a frequency.

4.2.4 tf-idf method

This method is based in the model TF-IDF (term frequency - inverse document frequency), this
module calculate for each concordance relation stored in the concordance file this value, this
model is used in classification task and document similarity task, representing each document
by a vector and comparing multidimensionally. However for this task a document is equivalent
to each concordance relation between verb and noun that exist in the concordance file

this method use the same list like a third method but don’t use the frequency values, this
method use the weight W that was obtained in the module tf-idf in a section above.

Similarly with the above methods, the algorithm 4.4 compare each verb by antecedent and
get the weight value.
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Algorithm 4.4: tf-idf algorithm

1 A← null, V ← listOfV erbs, C1 = Si(C1), C2 = Si(C2), Answer = Si(ans)
2 for each verb ⊆ V then:
3 if w(verb, C1) > w(verb, C2) then:
4 A← C1

5 end if
6 else w(verb, C2) > w(verb, C1) then:
7 A← C2

8 end else
9 end for

10 if Answer == A then:
11 return 1
12 end if
13 else:
14 return 0
15 end else

This algorithm no ever find a result, because there are nouns that don‘’t have a frequency.

4.2.5 Measures method

The method number five use to resolve the anaphoric antecedent the measure semantic re-
latedness. Because the concordance resource is limit, and don’t have all the concordance
relation.

But the most important is the parameter that measure receive, this must be of the same
POS tag, that is to say, that a difference with the above method that need a ver and a noun,
this method need (N,N) or (V,V), int this case this method only use the Nouns.

This method get a list with all nouns after the pronoun to resolve in the, this nouns goin
to be the context and the input for the measures.

Similarly with the above methods, the algorithm 4.5 compare each noun by antecedent and
get the measure worth.

The max value will be the antecedent for the pronoun that are in anaphoric relation.

Algorithm 4.5: measure algorithm

1 A← null, Ln ← listOfNouns, C1 = Si(C1), C2 = Si(C2), Answer = Si(ans)
2 for each noun ⊆ Ln then:
3 if getMeasures(noun,C1) > getMeasures(noun,C2) then:
4 A← C1

5 end if
6 else getMeasures(noun,C2) > getMeasures(noun,C1) then:
7 A← C2

8 end else
9 end for

10 if Answer == A then:
11 return 1
12 end if
13 else:
14 return 0
15 end else
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the method of semantic relatedness is a collection of six measures, Wu and Palmer [8],
Jiang and Conrath [72], Leacock and Chodorow, [7] Lin [10], Resnik, [78] Path length [9],
this measure were selected because there got the best result in the experiments, and because
have the necessary complement to get a assemble algorithm together with the concordance
resource.

4.3 Assemble algorithm

In this thesis is used an assemble algorithm because when there are many decision to take. is
better count with a expert, because he has the better solution, this thesis have 10 experts. the
experts are classified by follow:

frecuency and semantic Verb-Noun experts

• frequency of verb and noun together: this experts is who get the number of times
in which a verb appears together with something noun

• frecuency of verb and similar noun together: this expert is who get the number of
times in which a verb appears together not only with a simple noun, this expert consider
the semantic relation of synonymy.

• frecuency of verb and general noun together: this expert is who get the number of
times in which a verb appears together not only with a simple noun, this expert consider
the semantic relation of synonymy and generalization getting the semantic relation of
hyperonymy.

• tf-idf of a verb and noun together: this expert is who get the weight of the relation
between a verb and a noun, with considering all the frequencies and relations. This ex-
pert consider the semantic relation of synonymy and generalization getting the semantic
relation of hyperonymy.

similarity relatedness experts
they are six experts that can give a numeric value that quantifies how similar or related

two concepts are, being able to organize concepts by there similarity ir relatedness to each
other. this is a fundamental operation in the human mind, and this experts give it.

for this reason this thesis using assemble algorithm 4.6 with this methods and measures to
de a rotation about what antecedent is more relatedness with the context.

Algorithm 4.6: assemble algorithm

1 C1 ← 0, C2 ← 0 , Lvalues ← getAntecedents()
2 for each candidate ⊆ Lvalues then:
3 if candidate == C1 then:
4 C1 ← C1 + 1
5 end if
6 else if candidate == C2 then:
7 C1 ← C1 + 1
8 end else if
9 return max(C1, C2)
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Results

In this chapter there are three section, in the first are defined the evaluation metrics like recall,
precision and F1, they are using to validate the obtained results by the method proposed. In
the second section is the results, tables and graphs. Finally there is a discussion about the
results.

5.1 Evaluation metrics

To evaluate the proposed method, there are three metrics that are using in the tasks of Word
Sense Disambiguation, resolution of coreference and resolution of anaphora. this metric are
precision, recall and F1.

anaphora resolution tray to find the correct antecedent for a noun or in this case pronoun,
if the resolution method not give a result because it can’t determinate which antecedent is,
and this antecedent is determinate as null, so precision evaluates all antecedent that have a
value. and recall considers all values although this value be null. for this reason precision is
mayor or equal to recall

is important tha a method can identify the antecedents that can’t identify, because those
can be identified by other method with math precision

the precision is given by (5.1):

precision =
c

c+ i
(5.1)

where:

• c is the number of correct antecedent given by the system.

• i is the number of incorrect antecedent given by the system.

another formula for precision is given by (5.2):

precision =
TP

TP + FP
(5.2)

where:

• TP (True Positives): represents the number of correctly paired true pairs.

• FP (False Positives): shows the number of false pairs classified as true.

35
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the recall is given by (5.3):

precision =
c

c+ i+ n
(5.3)

where:

• c is the number of correct antecedent given by the system.

• i is the number of incorrect antecedent given by the system.

• n is the number of antecedent that not have value equals to null.

another formula for recall is given by (5.4):

precision =
TP

TP + FN
(5.4)

where:

• TP (True Positives): represents the number of correctly paired true pairs.

• FN FN (False Negative): represents the number of true pairs classified as negative.

5.2 Description of experiments

In this section is showed and explain the characteristics that have each experiment and the
obtained results.

5.2.1 Measures

the table 5.1 contains the measures used and its key for identification used in this thesis

Table 5.1: List of the measures used in this thesis and its key

key name of mmeasure

s simple measure

d derivation measure

h hypenymns measure

1 wup measure

2 jco measure

3 lch measure

4 lin measure

5 res measure

6 path measure

w weigth measure

where:

• simple measure this measure is based in the original verbs and noun o the sentence and
its frequency.

• derivation measure this measure is based in the synonyms of the verbs and noun o the
sentence and its frequency.
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• simple measure this measure is based in the hypernyms verbs and noun o the sentence
and its frequency.

• wup measure this the Wu and Panlmer measure is based in depths of the two synsets in
the WordNet taxonomies.

• jco measure this the Jiang and Conrath measure is based in the information content
between the two synsets and the least common subsumer.

• lch measure this the Leacock and Chodorow measure is based in the size path between
the two synsets and the deep of taxonomy.

• lin measure this the Lin measure is based in the information content between the two
synsets and the least common subsumer.

• res measure this the Resnik measure is based in the information content of the least
common subsumer.

• path measure this the Path measure is based in counting node between two synsets.

• weigth measure this measure is based in the hypernyms verbs and noun o the sentence
and its relation relevance.

5.2.2 Corpus

The corpus is principal factor to get in mind, many corpus have POS tagged, class tagged, and
WordNet tagged, this thesis only use one corpus this is the official corpus for the Winograd
Scheme Challenge this corpus is divided into two files, one of them is the train file, and the
another one is the test file.

This thesis use the test file, it contains 561 Winograd schemes with the correct antecedent
tagged.

5.3 Results

The results are expressed in terms of accuracy, which is the percentage of correctly resolved
the antecedent pronoun.

the result are showed in two section, the first section show the results in terms of accuracy,
precision, recall, and F1, the second section show the result after the assemble method in the
same term.

5.3.1 Results by measures

the section shows tables of result by each measure to identify which measure is better

the table 5.2 contains the accuracy value for each measure

the table 5.3 contains the precision value for each measure

the table 5.4 contains the recall value for each measure

the table 5.5 contains the F1 value for each measure
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Table 5.2: accuracy value for each measure

key accuracy

w 49.78

s 49.65

2-jco 49.65

3-lch 49.43

h 49.36

d 49.32

6-path 48.96

1-wup 47.80

5-res 45.81

4-lin 44.89

Table 5.3: Precision value for each measure

key Precision

w 50.41

d 50

h 50

s 49.73

2-jco 49.73

3-lch 49.73

6-path 48.64

1-wup 48.01

5-res 45.45

4-lin 42

Table 5.4: recall value for each measure

key recall

h 52.08

4-lin 51.12

w 50.83

s 49.77

d 48.44

2-jco 43.37

3-lch 42.53

1-wup 42.17

6-path 41.66

5-res 40

5.3.2 Assemble result

the section shows a table by each metric, each table contains 10 assemble measure

the firs table 5.6 show the accuracy assemble measure, Accuracy get the percentage of
correct total results obtained

the second table 5.7 show the precision assemble measure that expresses the percentage of
pairs classified as true that were actually true
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Table 5.5: F1 value for each measure

key F1

h 51.02

w 50.62

s 49.77

d 49.20

2-jco 46.34

3-lch 45.85

1-wup 44.90

6-path 44.88

5-res 42.55

4-lin 40

Table 5.6: accuracy value for assamble measure

key accuracy

[1, r, s, 3, d, 4] 51.98

[1, r, s, 3, d, 4, 6, h] 51.78

[1, 2, r, s, d, 4, 6, h] 51.77

[1, r, s, d, 4, 6] 51.73

[2, r, s, 3, 6, h] 51.69

Table 5.7: precision value for assamble measure

key precision

[1, s, 3, d, h] 52.29

[1, r, s, 3, d] 52.29

[1, r, s, 6] 52.28

[2, r, 3, d, 4, 6, h] 52.28

[1, 2, r, s, 4, h] 52.27

the third table 5.8 show the recall assemble measure that indicates which percentage of
positive pairs were detected

Table 5.8: recall value for assamble measure

key recall

[r, 5, h] 52.08

[h] 52.08

[r, 4, h] 52.08

[1, r, s, 5, h] 52.05

[1, r, h] 51.66

the fourth table 5.9 show the F1 assemble measure that is the harmonic mean between
precision and recall.
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Table 5.9: F1 value for assamble measure

key F1

[s, 3, d, 6, h] 51.36

[r, s, 3, d, 6] 51.36

[1, r, s, 3, d, 6, h] 51.52

[1, r, s, 5, h] 51.46

[1, r, s, 6, h] 51.42

5.4 Comparison with previous methods

The table 5.10 presents a final position with the best values in the winograd schema challenge.

Table 5.10: accuracy values in the winograd schema challenge

autor name accuracy

(Rahman and Ng et al., 2012) Narrative Chains 30.67

(Rahman and Ng et al., 2012) Google 33.16

(Lee et al., 2011) The Stanford resolver. 40.1

(quian Liu at al., 2016) USSM 48.7

(quian Liu at al., 2016) NKAM 49.1

- The Random baseline. 50

(quian Liu at al., 2016) USSM + NKAM 50.2

(Durrett and Klein, 2013) BERKELEYnew 50.32

(Chang et al.2013), Illinois 51.48

- our system 51.98

(Canasai Kruengkrai, 2014) - 69.68

(Rahman and Ng et al., 2012) MENTRANKER 73.05

(Peng and Khashabi, 2015 ) KnowComb 76.76

5.5 Discussion

The results show that is a challenge for the estate of art and in this thesis is proposed a new
knowledge based technique to address this task, but there are still a large area to improve.
its possible that the results will improve if is used machine learning techniques, knowledge
from corpora and sentiment analysis. the independent result shown that a measure that use
the relation between the verb of the pronoun and all the synonyms and hypernyms of a word,
and getting its relevance of this relations, work better than the others, in this thesis the
relevance was obtained by tf-idf that shown the relevance of a verb-noun relation between
all relation in a corpus. this achieve an accuracy of 49.78 and a F1 measure of 50.02 this
measure overpass some of the baseline proposed the semantic relatedness that obtained the
two betters result was the measure proposed by Jiang and Conrath measure and Leacock and
Chodorow measure achievement a recall of 49.65 and 49.43respectively and a F1 of 46.34 and
45.85 respectively. so the best relatedness for this task in this thesis are the measures that have
in mind the information content between the two concepts and the least common subsumer.
and the based in the size path between the two concepts and the deep of taxonomy The best
accuracy in this thesis was achievement by the assemble method that is conformed by the
simple, synonyms weight and the measure of relented based in taxonomy like a Wu Palmer,
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Leacock and Chodorow and Lin measure than have in mind the information content about
there concepts and the last common subsumer. The best F1 in this thesis was achievement
by the assemble method that is conformed by the simple, ,synonyms and hypernyms, and the
measure of relented based in the path like a Leacock and Chodorow and Path measure this
thesis is based in the importance of POS Tagged and used the two elements more important in
a statement by separate, this elements are the noun that have the context of the sentence, this
context is evaluate with the measure of relatedness, in the classic methods of disambiguation
word sense is used many context that is conformed by more of 40 or 80 word, but in this case
the schema don’t have the noun sufficient to get a good context, so this deficient is taking by
the other important element in a statement, verbs, this take this element using the relevance
of a relation with a noun using the frequency of this in a specific corpus.
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Chapter 6

Conclusions and future work

the resolution of anaphora problem in especial case the Winograd Scheme Challenge consist
in to find the correct antecedent for a given pronoun that have a two candidates that a
had the same type. there are many works that try to do this task with method of machine
learning and reasoning in this thesis we use syntactic information, knowledge from WordNet
and SketchEngine relation of verb and noun. and relatedness between words.

6.1 Conclusion

In this thesis we investigate the resolution of anaphora that is present in pronouns, this task
is known as resolution of complex pronouns, this problem has a extensive discussion for re-
searchers since 1970, but has had a new interest because this problem is seen like an another
way or a substitution for the Turing Test. in this thesis was obtained the follow conclusions.

• taking a simple method we can achievement many of baseline proposed using the method
of weight that method get the relevance between verb and noun taking the frequencies
of this relation and the frequency of each word into the corpus

• measures that have in mind the information content between the two concepts and the
least common subsumer, and the based in the size path between the two concepts and
the deep of taxonomy have a better accuracy

• the semantic relation like synonyms and hypernyms help to improve the performance.
this is because if a some word is not in the corpus of relatedness, is problaly that its
synonyms appears. hypernyms give less information about relents but helps to find those
nouns that are very specific.

• The asamble method merge two concepts, the concepts of relevance of verb and noun
and the relatedness between nouns, because, the winograd scheme don’t have the enough
context to used in classic methods of coreference resolution.

6.2 Contributions

The principal contribution of this work are:

• A corpus with the relevance relation between verb and noun.

• Development and implementation of method to get the relevance between verb and noun.
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• Development and implementation of a method to get the relevance between a noun and
its derivation and a verb.

• development and implementation of a method to prepossessing (steaming, remove deter-
minant) noun and get its semantic relation like a synonyms and hypernyms.

• A novel assemble algorithm to anaphora resolution based in kownoledge-rich techniques.

• Development and implementation of a method to do the power set with the different
techniques and combine this results i the assemble method.

6.3 Future Work

As future work:

• To try with another corpus that there are in the Winograd Scheme Callenge, like a
WNCorpus and PDPCorpus

• To implement this work in another corpus for the coreferences resolution like MUC-6,
OntoNotes, etc.

• To try to implement a learning method to used the class label in the corpus.

• To try to implement methods of sentiment analysis, and causal references by verbs and
reasoning.

• To use a mehtods of entity and person resolution.
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