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Resumen

La clasificación de texto en dominios de nicho es un desafío debido a sus requisitos
típicos en términos de registro y estilo. En esta tesis, estudiamos la aplicación de
redes neuronales profundas al texto en dominios especializados (principalmente redes
sociales). El advenimiento de las plataformas de redes sociales ha facilitado el acceso
a datos generados por los usuarios que pueden ser útiles para promover el bien
social y la preservación de la civilidad en los espacios en línea. En este sentido,
presentamos los desafíos y soluciones para la aplicación de redes de aprendizaje
profundo a esta fuente de datos para la moderación de contenidos y la vigilancia
de la salud pública. Presentamos un enfoque para lidiar con el ruido de los datos
de las redes sociales en la tarea de detección de agresiones. Abordamos el desafío
del rendimiento multiplataforma de nuestro método propuesto para garantizar la
generalización. Para la vigilancia de la salud pública, propusimos un modelo para
identificar menciones de medicamentos y reacciones adversas a medicamentos en
las redes sociales. Además, evaluamos la idoneidad de los diferentes enfoques para
la representación del texto. Finalmente, estudiamos la viabilidad de identificar la
valoración en expresiones cotidianas mediante la predicción de dimensiones de juicio.
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Abstract

Text classification in niche domains is challenging because of their typical requirements
in terms of register and style. In this thesis, we study the application of deep neural
networks to text in specialized domains (mainly social media). The advent of social
media platforms has facilitated access to user-generated data which can be useful
for advancing societal good and the preservation of civility in online spaces. In this
regard, we present the challenges and solutions to the application of deep learning
networks to this source of data for content moderation and public health surveillance.
We present an approach to deal with the noisiness of social media data on the task of
aggression detection. We addressed the challenge of cross-platform performance of our
proposed method to ensure generalization. For public health surveillance, we proposed
a model to identify mention of drug and adverse drug reaction in social media. Also,
we assessed the suitability of the different approaches to text representation. Finally,
we study the feasibility of identifying appraisal in everyday expressions by predicting
judgement dimensions.
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Chapter One

Introduction

This chapter outlines the background to this thesis. It presents the motivation,
relevance, and the challenges tackled in this thesis.

1.1 Why Deep Learning?

To solve the problem of extracting useful information from social media text, tradi-
tional systems have used various pipelines to generate feature representations that
are then fed into machine learning models to perform sequence classification. These
pipelines often include various natural language processing (NLP) modules and re-
sources to extract different linguistic features, which hopefully will capture important
features for the target tasks. Determining which NLP modules and resources to use
and which features to extract is known as feature engineering. There are several
limitations of feature engineering.

Firstly, the process is manual, expensive, and requires linguistic intuition. The
extracted features are generally not versatile enough to be applied to any other
domain or data. Closely related to the first point is the limited coverage of feature
sets. when the model encounters unseen words during training, the model can fail
on such examples because most of the features are discrete representations which
requires partial and/or complete matching. Another limitation is that the feature
sets might be sub-optimal due to limited domain knowledge or omission of important
characteristics. In addition, the difficulty of realizing possible interaction among
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feature sets could lead to information redundancy. Finally, the modules used in
generating the features may be error-prone (or non-existent in languages other than
English which might necessitate the use of ad-hoc methods or heuristics) resulting in
less effective feature sets that can affect the performance of the target task.

In this work, we address the limitations above by adapting recent developments
in deep learning (DL) for social media mining. DL has the huge advantage of
automatically inducing effective feature representation from data. Thus, it requires
a sizable amount of data for effective representation learning. The two main areas
of focus are on the identification and classification of objectionable content and
pharmacovigilance (the monitoring of adverse drug reactions).

1.2 Objectionable Content on Social Media

objectionable content poses a huge challenge to the stability and progress of so-
ciety. Such contents are of various forms (insult, hate, racism, sexism, deroga-
tory/condescending remarks) which are directed from one person to another person
(or group) and at the same time it is in the public domain (for others to consume
or act on) which fuels a culture of hatred, intolerance, and public discourse going
awry(exclusion in public discourse which is leading to the emergence of "echo cham-
bers"). The latter hurts the process of public opinion forming that requires rational
and critical examination of opposing viewpoints. No open society can thrive where
such a culture is the order of the day. As such, it’s become imperative for social
media and technology companies to develop systems and processes to ensure civil
conduct of its users devoid of abusive language and behaviour.

1.3 Pharmacovigilance in the Age of Social Media

Pharmacovigilance is the detection, assessment, understanding and prevention of
adverse effects related to the administration of drugs (WHO, 2021). Adverse drug
reactions (ADR) are adverse patient outcomes caused by medications. Globally,
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adverse drug reactions are responsible for morbidity and mortality. A number of
ADRs are unreported (Sloane et al., 2015). Users of the world wide web use it to
meet their health information needs and social media is an expansive component
of the read-write web. Social media has been utilized in domains such as disaster
response, sentiment analysis of product reviews, trend analysis of disease outbreaks and
financial assets among others. Hence, social media has potential for pharmacovigilance
applications. The amount of data and the real-time nature of social media can allow
for accelerated monitoring, detection and reporting of ADR. User posts on social
media contain information on outcomes of drug administration, potentially providing
early access to reports of ADR. This kind of user-generated, unsolicited and recent
information may not be easily accessible by other means. The volume of data has
made social media a useful resource for ADR monitoring. With the volume comes
the challenge of identifying the most relevant data.

There are several technical challenges to the realization of these benefits. Among
these challenges are the informal nature of social media, the difference between
layperson description and medical professionals’ description of drug-related terms,
and the need for large-scale annotated data to train accurate supervised machine
learning models which is expensive and time-consuming. In addition, only a small
proportion of data related to drugs tends to contain information associated with
ADRs (Sarker et al., 2015). NLP research present an opportunity to harness the huge
amount of data for the benefit of public health.

1.4 Contributions

This thesis made the following contributions:

• Proposed approaches to leverage label information in a deep neural network
classifier for a niche domain (patent text) which led to performance gains.

• Improved classification of objectionable content via the combination of data
augmentation and pseudo labeling.
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• Demonstrated the effectiveness of developing a single competitive model to detect
objectionable content in multiple languages by building on recent advances in
distributed multilingual representations.

• Demonstrated that the combination of heterogeneous embeddings provides
performance gains for detection of adverse drug reactions in social media data.

• Proposed a hybrid approach for identification of adverse drug reactions – a deep
learning model is used for learning feature representation and standard machine
learning classifier is employed for the classification decision in a non-end-to-end
fashion.

• Achieved the state-of-the-art performance on the identification of appraisal
judgement dimensions using a recent language model representation with deci-
sion thresholding.

1.5 Structure of the Rest of this Document

• Chapter 2 – outlines fundamental concepts employed in subsequent chapters

• Chapter 4 – describes the improved classification model for the identification of
objectionable content

• Chapter 6 – describes the proposed hybrid approach for identification of adverse
drug reactions

• Chapter 7 – presents the analyses of the combination of heterogeneous embed-
dings

• Chapter 5 – describes the all-in-one model for the identification objectionable
content across languages

• Chapter 8 – presents state-of-the-art model for the identification judgement
appraisal dimension in social media posts

4



• Chapter 9 – ends the thesis with a summary of the contributions and avenues
for future work.
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Chapter Two

Theoretical Framework

This chapter provides the background necessary for the subsequent chapters. It
provides a description of the tasks covered in this thesis followed by text pre-processing,
sequence representation approaches, and neural network architectures. Then, it
outlines classification and regularization techniques. It closes with a description of
relevant evaluation metrics.

2.1 Description of Tasks

Detection and classification of objectionable content. A multiclass classifi-
cation of social media text into one of three categories.

Detection of adverse drug reaction in social media posts. A binary classifi-
cation of posts as to whether they contain drug name(s) and a binary classification
of posts to determine whether they contain mention of adverse drug reactions or not.

Identification of appraisal judgement dimensions. Given a short text, predict
one or more judgement dimensions expressed in the given text. This is a multilabel
classification problem where the labels consist of the five judgement dimensions.
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2.2 Text Pre-Processing

Text pre-processing aims to make the input text more consistent (predictable and
analyzable) to facilitate text representation. As social media text is particularly
noisy, extensive pre-processing steps require well-developed tools the availability of
which varies across languages. Notably, English is well-supported with tools such
as Ekphrasis (Baziotis et al., 2017). Standard text pre-processing methods include
tokenization, stop word removal, lemmatization, stemming, and normalization.

Tokenization is the splitting up of input text (which is one long sequence) into
sub-units referred to as tokens. Tokens can be defined at different levels of granularity:
fine-grained and coarse-grained. At the fine-grained level, tokens can be in the form
of characters, sub-words, or words. Coarse-grained tokens consist of multiple fine-
grained tokens such as n-grams, phrases, and multi-word expressions. These sub-units
constitute the input to subsequent text processing pipelines. Stop word removal
eliminates words using a stop word list, (words which are considered more general and
bears no meaning). Examples in English include “a”, “the”, and “is”. Stemming reduces
inflected (or derived) words to their stem, base or root. The stemmed equivalent may
not be a valid word (Consumes, consumed −→ consume). It helps with standardizing
the vocabulary. Text normalization is a technique useful for transforming noisy text
(such as social media data) which contains abbrevaitions, mispellings, emoticons (or
emojis), user handles, URLs, and out-of-vocabulary words into a canonical form.
There are several techniques for text normalization the most common approaches
include dictionary mappings and spelling correction. (u −→ you; www.example.com
−→ URL; @example, @example1 −→ @user). The presence of punctuation marks,
digits, and special characters can have an impact on text representation as such
their removal is usually essential. The need for and the nature of text pre-processing
can vary from task to task. Also, the sequencing of text pre-processing needs to be
carefully chosen depending on the nature of the datasets. For example, stemming
followed by punctuation removal on “consumes..” will give “consumes..”, whereas the
removal of punctuation marks followed by stemming of “consumes..” will result in
“consume”. A potential outcome of aggressive pre-processing is modification of the

7



sentence structure which can lead to loss of syntactic information and the intended
meaning.

2.3 Sequence Representation

Word vector representations and their composition for classification. Word vector is a
projection from a sparse one-hot encoding representation to a lower dimensional vector
space. The dimensions capture semantic properties of words such that semantically
similar words are close in the vector space. When pre-trained on large enough text
collection, the word vectors are considered "universal feature extractors" that can
be applied to a variety of downstream tasks. It is well-known that the unsupervised
pre-training of word vectors is essential for the success of deep learning for natural
language processing.

Distributed representation of sequence use real-valued vectors to represent meaning.
Typical examples are bag-of-words (BOW) and sequence representations. In BOW,
representations do not take into account word order e.g, by averaging word embeddings
or aggregating TF-IDF weights. On the contrary, sequence representation relies on
the order of the sequence of tokens to generate a representation. Models that are
oblivious of the sequence order are not able to reflect changes in meaning of natural
language due to simple permutation of word order (e.g. cats eat mice vs mice eat
cats).

2.4 Neural Network Architectures

2.4.1 Recurrent neural networks

Recurrent neural networks (RNNs) are able to process input sequences by applying
recursively a transition function on the hidden state vector at a given time step. The
hidden state vector is a function of the current input vector and the previous hidden
state vector. The hidden state vector at a particular time step can be considered as
the contextual distributed representation of the sequence of tokens upto the current
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time step. RNNs are suitable for modeling sequences. RNNs with Long Short-Term
Memory (LSTM) units (Hochreiter and Schmidhuber, 1997a) are effective for modeling
long-range dependencies. Hence their wide application in natural language processing
to harness their representational power for sequence modeling and classification.

Figure 2.1: A Chain of Recurrent Neural Network Units

2.4.2 Convolutional neural networks

Convolutional neural networks (CNN) consist of convolving filters which process local
features (LeCun et al., 1998). A convolution operation consists of a filter applied to a
window of tokens to produce a feature. The application of the filter to all possible
window of tokens generate a feature map. To capture the most important feature,
a maximum operation is applied on the feature map to yield the salient feature
representation for the filter. In practice, multiple filters are used to generate multiple
features. The combination of these features constitute the input to the classification
layer. Figure 2.2 illustrates a convolutional neural network.

2.4.3 Transformer and Language models

Transformer is a simple network architecture based on attention mechanisms which
compute an attention score to capture the influence each word has on every other word
and vice-versa in the case of self-attention. It does without recurrence and convolution
operations in RNNs and CNN which are less amenable to parallelization and require
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Figure 2.2: Convolutional Neural Network for Sentence Classification (Kim, 2014a)

significantly more time to train on large datasets. With this, transformer allows for
the training of big models on a massive collection of data on several massively parallel
hardware such as GPUs and TPUs.

A transformer encoder block shown in Figure 2.3 is a stack of two components:
self-attention and position-wise feed-forward neural network. Also, there is a residual
connection around each component with layer normalization. Since the transformer
architecture does not contain recurrence or convolution, the position encodings is
added to the input embeddings to introduce position information of the tokens in a
sequence. Transformer-based language models (LMs) consist of N layers of transformer
blocks. For example, the BERTbase architecture consists of 12 transformer layers
while the BERTlarge model consist of 24 transformer layers (Devlin et al., 2019).

The pre-training step: training is done with different pre-training objectives.
BERT was trained with two unsupervised objectives: masked LM and next sentence
prediction (NSP). The masked LM objective predict masked tokens given their left
and right contexts. The NSP aims to incorporate the relationship between two
sequences in the LM. This is achieved with a binary classification over a pair of
sequence. The pre-training step is expensive in time and resources required. The
BERT model pre-training data was extended to include text in multiple languages
resulting in multilingual BERT.

The fine-tuning step: the mode is initialized with the pre-trained weights and all
the weights are optimized using labelled data for the target task(s). In contrast to
pre-training, the finetuning step is relatively less expensive.
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Figure 2.3: The Transformer Encoder Block as proposed in (Vaswani et al., 2017)

2.5 Classification Techniques

Supervised learning. Given a set of data points consisting of some inputs and
corresponding output(s), supervised learning aims to learn a function that transforms
input data to output value(s) using the labeled data. The expectation is that the
function can estimate with high accuracy the output value(s) on unseen inputs.

Unsupervised learning. Unsupervised learning train systems that learn to
represent particular inputs in a way that reflects the underlying statistical structure
of the inputs. There is no explicit output associated with each entry in the inputs.
Unsupervised learning methods work with only the observed input pattern and some
prior explicit or implicit information about what is important. The resulting output
is some form of hidden knowledge such as clusters, topics, and latent representations.

Semi-supervised learning. When faced with practical classification problems,
it often happens that we have access to a collection of data with unknown labels. Semi-
supervised learning aims to use unlabeled data to train a classifier that will perform
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better than a classifier that relies only on labeled data. Semi-supervised classification
methods are useful in scenarios where there is a large amount of unlabeled data and a
small amount of labeled data. This happens when access to or construction of labeled
data is expensive and/or difficult. In a scenario where labeled data is available for
learning reliable classifiers, and unlabeled data can provide additional information,
using them can improve classification performance.

2.6 Data Augmentation

Data augmentation refers to strategies to increase the diversity of training examples
without collecting new data. Most data augmentation techniques generate synthetic
examples by modifying the original data. The goal is for the augmented data to act
as a regularizer by mitigating overfitting in optimizing machine learning models. As
the study of natural language processing progresses, there are more and more tasks,
domains, and languages to explore, many of which are resource-poor. It is difficult to
find large datasets for training reliable models. In supervised classification, the newly
generated data is expected to preserve the meaning and label of the original data
from which it was derived. Therefore, successful data augmentation techniques must
balance the fidelity of the generated samples and their variability (not too similar
and not too different). Data augmentation techniques vary in their complexity. One
simple approach that is easy to implement is easy data augmentation (Wei and Zou,
2019). It consists of simple token-level manipulations: synonym replacement, random
insertion, random swap, and random deletion. This approach mainly introduces
noise. We hypothesize that for a noisy domain as social media, the application of
such an approach will significantly impact model performance. A more involved
technique is backtranslation (Sennrich et al., 2016). It translates a sequence of text
into an intermediate language and then back into the original language. This assumes
that there exists accurate translation models. In effect, this technique generates a
paraphrase of the original examples. Depending on the accuracy of the translation
models, it should generate less noise than easy data augmentation.
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Figure 2.4: Confusion matrix with each cell depicting possible evaluation outcome

2.7 Dropout

Deep learning models with multiple hidden layers can learn complicated input-output
relationships. However, they tend to overfit the training data when the data is of
limited size. The result is a poor performance on unseen test data. One method to
overcome overfitting is dropout which randomly sets to zero some units along with
their connections in the network architecture during training. The key idea is to
prevent the co-adaptation among the units (Srivastava et al., 2014).

2.8 Evaluation metrics

Confusion matrix: It is a tabular representation for assessing the performance
of a classification model. A comparison is made between the ground truth (actual)
values and the predicted values generated by the model.

The possible evaluation outcomes in Figure 2.4 are defined below:

• True positives (TP) predicted true and actually true

• False positives (FP): predicted true and actually false

• True negatives (TN): predicted false and actually false

• False negatives (FN): predicted false and actually true

We can compute the following metrics using the confusion matrix.
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Accuracy: The fraction of all observations that the system labels correctly.

accuracy =
TP + TN

TP + FP + TN + FN

With unbalanced datasets, accuracy is problematic. It is a poor metric when the
samples of interest are those that belong to less-frequent categories.

Precision: The fraction of samples predicted as positive that are actually positive
for a particular class.

precision =
TP

TP + FP

It maximizes the possibility that all positive predictions are indeed true, with the
risk of predicting some positive samples as false.

Recall: The fraction of samples that are actually positive that are predicted to be
positive for a specific class.

recall =
TP

TP + FN

It maximizes the possibility that all positive samples are predicted to be positive,
with the risk of predicting many samples as false.

F-score: It combines both precision and recall with harmonic mean:

Fβ =
(1 + β2).precision.recall

(β2.precision) + recall

The β parameter gives weight to the relative importance of precision over recall
recall: 

if β < 1,precision is more important

if β = 1 , precision and recall are equally important

if β > 1,recall is more important
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Aggregation of class-specific metrics: When samples can be classified into more
than one label out of N (N>2 labels (miltilabel classification) or only one out of N
lables (multiclass classification). The overall score across all classes can be derived by
with an average over each of the class-specific metrics. This can be done in one of
three ways:

• micro-averaging: is calculated as the average of the corresponding TP, FP, TN,
and FN for each class to derive the aggregated metric.

• macro-averaging: calculate the performance for each class and take a simple
average.

• weighted-averaging: similar to macro-averaging except that weights are used
when computing average. The weights for the different classes are usually
proportional to the number of examples in the test set (the support) per class.
This is suitable when there is class imbalance.
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Chapter Three

Deep Learning for Patent
Classification

3.1 Introduction

Text classification is the task of assigning tags to a given text that adequately
represents its meaning. The representation of the sequence of tokens constituting a
piece of text is the input to a natural language processing (NLP) model. Traditional
approaches use a representation that is sparse, usually manually crafted features such
as bag-of-words and n-grams. Recently, neural approaches learn text representation
using architectures such as convolutional neural network (CNN) and recurrent neural
network (RNN) to compose text sequence into a fixed length representation. Neural
models have been shown to perform better on various NLP tasks. Word embeddings
which capture the relationships (syntactic, semantic, and pragmatic) among words in
vector space drives the performance of neural models. Typically, word embeddings
are pre-trained on a large text collection. The resulting word representations are
transferred to downstream tasks. In addition, performance on downstream tasks is
typically determined by the similarity of the source corpus with the target task datasets.
To improve the performance of classification models, one can add external information
that cannot be derived from the text sequence. The structural arrangement of labels
is a source of such information. A meaningful label hierarchy is an additional source
of information relevant for classification and cannot be derived from the raw text:
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for example, it can be an indication that examples from different classes share some
common attributes. This extra information can be useful when the training data is
limited.

Patent applications are examined for their novelty, non-obviousness, and useful-
ness. This requires the evaluation of subject-matter experts. Patent offices route
applications to subject-matter experts according to the subject of the invention based
on a standard hierarchical classification scheme. One commonly used scheme is the
International Patent Classification (IPC). It is a standard hierarchical taxonomy
organized into levels. The highest is the section level. Each section is divided into
classes; each class is divided into subclasses; subclasses include groups and a hierarchy
of subgroups. For example, the IPC code G06N 5/02 refers to section G, class G06,
subclass G06N, group G06N 5, and subgroup G06N 5/02; see Figure 3.1. The tag at
each level has a description, e.g., the description of the subclass G06N 5 is Computer
Systems Based on Specific Computational Models. The IPC scheme, administered
by the World Intellectual Property Organization (WIPO), is subject to constant
reviews. However, the higher levels – section, class, and subclass – are fairly stable.
The current version of the IPC1 consists of 8 sections, 131 classes, 646 subclasses,
7518 main groups, and 68030 subgroups. As the depth of the taxonomy increases,
the number of categories grows and each category becomes more sparse, that is, the
number of documents per category decreases.

Given a hierarchical tree-like taxonomy of labels, such as IPC, parent-child
relationship between the upper and lower level categories can be used to improve
model performance at the lower, more granular levels. In fact, this is very similar to
the recommendation for human experts who assign IPC tags to patents following the
guidelines for the assignment of IPC tags. The manual (World Intellectual Property
Organization, 2020) suggests following the hierarchy step by step. To assign the
subclass of the subject of an invention, it is advised to first identify the relevant
section, followed by the most suitable class and subclass. Indeed, to solve complex new
problems, humans apply the skills acquired in solving related problems. Also, to learn

1www.wipo.int/classifications/ipc/en/ITsupport/Version20200101/transformations/
stats.html
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Section G: Physics

Class G06: Computing; Calculating or Counting

Subclass G06N: Computer Systems based on Specific Computational Models

Group G06N 5: Computer systems using knowledge-based models

Subgroup G06N 5/02: Knowledge representation

Figure 3.1: The International Patent Classification scheme, a hierarchical taxonomy
for categorizing the subject of an invention.

complex concepts, we learn simple concepts first. We believe that the upper levels of
the categorization hierarchy are simple. With this a coarse-grained representation of
the document can be learned, which can be used at the lower levels.

Classification at the lower levels is particularly difficult due to the large number
of labels. Furthermore, the distribution of the number of samples per category is
not uniform, with some categories having more data and others with fewer examples.
Therefore, automatic categorization faces problems of data sparsity and class imbal-
ance. An approach that transfers knowledge from a higher level of the hierarchy will
be of advantage to the model at the lower level by providing a useful initialization
for model parameters rather than starting with random weights. Given the rapid
progress in various fields of science and technology, the number of patent applications
is increasing dramatically. Consequently, there is a need for more effective automated
systems to help process and analyze patent applications.

This chapter examines how information obtained from the label hierarchy can be
used in a deep neural network to classify patent documents. The categorization of
patent documents is a multiclass classification problem at each level of the standard
taxonomy. Existing patent classification studies have used conventional machine
learning models such as k-Nearest Neighbour, Support Vector Machines, Naïve Bayes,
and Artifical Neural Network (Fall et al., 2003; Guyot et al., 2010). Within these
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approaches, features are extracted with bag-of-words, term frequency, n-grams or
phrases (D’hondt et al., 2013) to represent a document. The representations so derived,
are known to largely ignore the semantics and word order in the document. They
mainly depend on frequency of occurrence and/or co-occurrence. Progress in deep
neural networks on training word embeddings and architectures such as CNN (Kim,
2014b) and RNN (Cho et al., 2014; Graves et al., 2013; Hochreiter and Schmidhuber,
1997b) address these shortcomings. Recent papers by S. Li et al., (2018) and Risch
and Krestel, (2018), who used CNN and GRU respectively, are examples of using
deep-learning techniques to classify patent documents. For this task, we first present
a neural network architecture that performs better than existing ones. Our model is
based on the GRU architecture (Cho et al., 2014) combined with layer normalization,
a regularization method proposed by J. L. Ba et al., (2016), and vocabulary size
selection with frequency cut-off. We further improve the performance by transferring
knowledge along the taxonomy of labels using transfer learning, multi-task learning,
and a combination of both. Applying this approach using another architecture should
be straightforward.

We evaluate the proposed approach on two datasets and compare with the current
state-of-the-art model. As far as we know, previous work did not consider the
transfer of knowledge based on a categorization scheme for the classification of patent
documents. Our method should be applicable to a wide range of other classification
problems, for example, for automatic categorization based on hierarchically controlled
vocabularies for information management in medicine and law. More research is
needed to evaluate its usefulness in such areas.

3.2 Related work

There are mainly two approaches to knowledge transfer: transfer learning and multi-
task learning. Here, the applications of these two techniques to natural language
processing are briefly considered. Next, we describe two regularization techniques:
layer normalization and vocabulary selection. Finally, we highlight relevant approaches
that seek to consider additional information to boost performance of text classification.
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3.2.1 Transfer Learning

Transfer learning is a technique that uses knowledge derived from learning source
task(s) to solve a different but related target task(s) in order to improve performance.
Pre-trained word embeddings (Bojanowski et al., 2016; Chaturvedi et al., 2016;
Mikolov, Sutskever, et al., 2013; Pennington et al., 2014a) and language models
(Devlin et al., 2019; Peters et al., 2018) are known to improve performance on various
downstream tasks. Mou et al., (2016) investigated the use of transfer learning in
deep neural network models for natural language processing and showed that transfer
learning improves model performance. Al-Stouhi and Reddy, (2016) showed that
transfer learning can improve predictive performance when there is class imbalance
using conventional machine learning methodss. Howard and Ruder, (2018a) used
language model pre-training as source task to improve text classification by fine-
tuning with the target dataset. They introduced the idea of discriminative learning
rates in the fine-tuning phase, where layers that are initialized via pre-training are
optimized with a learning rate smaller than other layers in the network. This is to
avoid catastrophic forgetting. This approach is a middle ground between freezing
layers and updating all the weights using the target task dataset. Usually, the learning
rate for the network is multiplied by a scaling factor to obtain learning rates for the
pre-trained layers. In contrast, we used the supervision that is naturally available in
the label hierarchy to select our source tasks, classification in this case.

3.2.2 Multi-task learning

Multi-task learning is pioneered by Caruana, (1997) with the aim of using signals
from related tasks to improve generalization of machine learning models. This is
based on hard or soft parameter sharing of hidden representation (Ruder, 2017). Hard
parameter sharing uses the same hidden layers across all tasks and each task only
has its specific prediction head. In contrast, with soft parameter sharing, each task is
independent to the extent that it maintains its own model and/or parameters, while
the interaction among tasks is achieved by enforcing similarity of parameters. Hard
parameter sharing is efficient and avoids the problem of overfitting (Baxter, 1997).
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However, it can lead to the problem of negative transfer. For efficiency and simplicity,
our experiments with multi-task learning are based on hard parameter sharing.

Multi-task learning is a multi-objective method: it aims to solve a set of tasks
in parallel by combining the objectives of each task. For this combination, weights
are used to determine the importance of each task. Optimal weights for each task is
critical for the effectiveness of multi-task learning. Finding the optimal values requires
a lot of computational resources and time. Hence, it is desirable to learn these weights
as part of the parameters for the model. Kendall et al., (2018) suggests a multi-task
objective that takes into account the uncertainty of each task to adjust the relative
weight. Although this idea was originally proposed for computer-vision tasks, there
are examples of its usage in natural language processing, such as J. Choi et al., (2019).
We experiment with this relative weighting approach and simple average.

Søgaard and Goldberg, (2016) arrange tasks in terms of a hierarchy that follows
different levels of linguistic processing. They recommend the use of low-level auxiliary
tasks such as part-of-speech tagging, parsing, and named entity recognition at lower
layers of deep neural networks. Similarly, we implicitly use a hierarchy of tasks
through transfer learning where weights learned from pre-training at a coarse level in
the label hierarchy is transferred to a lower level.

3.2.3 Vocabulary selection

The size of the vocabulary is of interest to researchers who use neural networks for
natural language processing as the embedding layer is a significant part of the size of
the model parameters. Excluding words that contribute very little to solving the task
at hand can reduce the size and complexity of the model. A common heuristics is to
keep the most frequent K words and map other words to a unique token UNK (Jean
et al., 2015; Luong et al., 2015). Chen et al., (2019) conducted a systematic study
to empirically show that vocabulary size affects model performance on classification
tasks. In the end, the authors proposed a sophisticated task-dependent solution to
determine the optimal vocabulary size. In this chapter, we use the simpler frequency-
based approach by ranking words in the vocabulary using frequency of occurrence
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and apply a cut-off frequency threshold.

3.2.4 Layer normalization

It is a method to normalize the activation levels of neurons in a layer so as to stabilize
hidden-state activation levels in a Recurrent Neural Network (RNN). J. L. Ba et al.,
(2016) experimentally confirmed the effectiveness of layer normalization on RNN –
reduction in training time and better generalization.

3.2.5 Use of additional information for text classification

The source of additional information different from the raw text can be either from
the label set or an existing knowledge base. The label set can be meaningful in its
structure or description. The corresponding structural, semantic, and conceptual
information can improve classification models. There are three main approaches of
using additional information to improve text classification. The first approach is
based on learning better representation using hybrid models that combine implicit
information from raw text with explicit background knowledge in knowledge bases
(Ma et al., 2018; J. Wang et al., 2017). Also in (G. Wang et al., 2018), the authors used
the semantics of the labels to learn a label-embedding attentive representation. The
second approach focuses on designing neural architectures that models the structure
of the labels (Aly et al., 2019; Zhao et al., 2019) using capsule networks (Sabour
et al., 2017). The third approach focuses on class-based synthetic data generation to
facilitate classification with limited data (Kaushik et al., 2020; Y. Li et al., 2018).
Data augmentation by employing supposedly label-preserving transformations to
increase the number of training examples has been shown to improve the performance
of neural networks (Aroyehun and Gelbukh, 2018; Wei and Zou, 2019; Xie et al.,
2020).
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3.3 Hierarchical transfer approaches

For the task of assigning an IPC subclass tag to each patent document: given a
document consisting of L words [w1, w2, . . . , wL], we make a prediction of its most
likely IPC subclass label.

To do this, we use the parent-child relationship between levels in the IPC hierarchy,
transferring knowledge from two higher levels (section and class) to a lower level
(subclass). We use transfer learning, multi-task learning, and a combination of both.
Transfer learning and multi-task learning are known to provide inductive bias and
regularization effects (Baxter, 1997; H. Choi and Lee, 2019; McCann et al., 2018).
We show that these approaches translate into improved performance gains at the
lower level of the IPC.

3.3.1 Base model (PEncoder)

Drawing on the findings of Adhikari et al., (2019) that well-executed simple models
are usually more effective than complex ones, we applied two regularization strategies:
layer normalization and frequency-based vocabulary selection to the bidirectional
GRU model of Risch and Krestel, (2018). To our knowledge, this model has the best
performance on the two patent classification datasets we experimented with. Our
base architecture is shown in Figure 3.2. The text sequence is provided as input to the
GRU model in the form of word-embedding vectors; a single layer bidirectional GRU
(indicated by directional arrows in Figure 3.2) is used to encode the input sequence
in both forward and backward directions. We use the domain-specific embeddings
provided by Risch and Krestel, (ibid.). The latent representation at each time step is a
combination of the forward and backward hidden states; a contextual representation of
each word within a given sequence in both directions. We combine these hidden states
using the mean operation. Furthermore, to obtain a representation of a document as
a fixed-size vector, r, we take the average (indicated with Avg in Figure 3.2) of the
contextual representation of the sequence of tokens. The classification layer takes r
as input, then the softmax activation function returns the probability on the number
of labels for a given task. In addition, we employed two regularization strategies:
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Figure 3.2: Base model: PEncoder.

vocabulary selection and layer normalization. We study their effects in Section 3.5.2.
We use the PEncoder in our transfer learning and multitask learning experiments.

3.3.2 Transfer learning

In the transfer-learning (TL) setup, we pre-train the PEncoder on an upper level
categorization task and then initialize the GRU component for the classification at
the lower level using the model parameters from the upper level classification; only the
classifier, the last layer,is randomly initialized. The left side of Figure 3.3 represents
the pre-training phase. The transfer of the pre-trained model parameters is shown in
Figure 3.3 by Weight Transfer from a source task, where the source task is either
section-level or class-level classification. All model parameters are optimized on the
target task. We denote this transfer learning configuration with TLsec (the source task
is section-level classification) and TLcls (the source task is class-level classification),
respectively.

Knowledge transfer from the section to class level did not improve performance in
our experiments.
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Figure 3.3: Transfer learning setting: TLsec (section label Classifiersec and ) or TLcls
(class label Classifiercls).

3.3.3 Multi-task learning

In the multi-task learning (MTL) setup, we train on multiple tasks in parallel. Figure
3.4 depicts a setting where two tasks are learned in parallel. The tasks share the
same hidden layer, PEncoder. Each task has a task-specific classification layer. With
two auxiliary tasks and one main task,we have the following task combinations:
section-subclass and class-subclass, and section-class-subclass. Figure 3.5 shows the
configuration where both auxiliary tasks are used simultaneously. We refer to these
options as MTLsec (multi-task learning with section-level classification as additional
task), MTLcls (multi-task learning with class-level classification as auxiliary task), and
MTLsec+cls (multi-task learning with section and class-level classification as additional
tasks), respectively.
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Figure 3.4: Multi-task learning setup with one auxiliary task: MTLsec or MTLcls.

3.3.4 Combination of multi-task and transfer learning

We combine the TL and MTL (MTL+TL) configurations. As in Figure 3.6 and
Figure 3.7, we transferred model parameters from a source task to the target task,
where the target task is trained jointly with auxiliary task(s). The pre-trained weights
are used to initialize the shared hidden layer. The three multi-task combinations—
MTLsec, MTLcls, and MTLsec+cls—and two source tasks—TLsec and TLcls— yield
six possible settings: for example, by MTLsec + TLcls we mean multi-task learning
with classification at section and subclass levels, and the PEncoder is initialized with
weights from class-level classification.

3.3.5 Training

Our implementation uses the PyTorch library (Paszke et al., 2019). The model is a
single-layer bidirectional GRU with 256 hidden units. For the WIPO-alpha dataset,
we used 300-dimensional fastText embeddings (Bojanowski et al., 2016) Risch and
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Figure 3.5: Multi-task learning setup with two auxiliary tasks: MTLsec+cls.

Krestel, (2018) pre-trained embeddings on patent text. For the USPTO-2M dataset,
we applied domain-specific embeddings of dimensions 100 pre-trained on a collection
of documents released by the United States Patent and Trademark Office (USPTO).

For experiments with WIPO-alpha dataset we used the first 300 words and the
first 30 words in experiments with the USPTO-2M dataset. In addition, we limit
the vocabulary to words with a minimum document frequency of five. In the pre-
processing step, we deleted tokens consisting of fewer than three characters, non-ASCII
characters, digits, and alphanumeric characters. All tokens are converted to lowercase.

We used standard dropout on the output of the bidirectional GRU and spatial
dropout on the output of the embedding layer. Both with a probability 0.1. We used
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Figure 3.6: Combination of transfer learning and multi-task learning with an auxiliary
task: MTLsec + TLsec, MTLsec + TLcls, MTLcls + TLsec, and MTLcls + TLcls.

the categorical cross-entropy as classification loss:

L = − 1

M

M∑
i=1

N−1∑
j=0

yij log pij, (3.1)

where M is the number of examples, N is the number of classes, yij is the binary
indicator of the ground-truth for whether example i belongs to class j, and pij is
the predicted likelihood of example i belonging to class j. We use a learning rate of
0.001 for all experiments except for the MTL experiment on the WIPO-alpha dataset,
where we set the learning rate to 0.01.

In training the model, we use AdamW (Loshchilov and Hutter, 2019) as optimizer.
AdamW is a new implementation of the Adam (Kingma and J. Ba, 2014) optimizer that
uses weight decay in the place of L2 regularization used in the previous implementation.
The combination of training objectives in the multi-task setting is based on the
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Figure 3.7: Combination of transfer learning and multi-task learning with more than
one auxiliary task: MTLsec+cls + TLsec and MTLsec+cls + TLcls.

weighted average strategy suggested by Kendall et al., (2018) for WIPO-alpha, and
by simple average for USPTO-2M. We find the simple average worse on WIPO-alpha,
while weighted average performed poorly for USPTO-2M. We set the batch size to
256. We use an NVIDIA GTX1080 GPU to train our models for 5 epochs; the results
we report are at the end of 5 epochs. These configurations are to a large extent our
attempt to be consistent with the experimental setup of Risch and Krestel, (2018)
for a fair comparison as there is no publicly available implementation of their model.

3.4 Experimental Results

We conducted experiments on two patent classification datasets. Our results are a
significant improvement over the current state-of-the-art.
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3.4.1 Datasets

Statistics of these datasets are shown in Table 7.1.

Table 3.1: Summary of the dataset, train and test splits, in the WIPO-alpha dataset
and in the part of the USPTO-2M dataset we used. Subclasses column show the
number of unique labels at the subclass level; Train and Test respectively indicate
the total number of documents in the train and test subsets.

Dataset Subclasses Split
Train Test Total

WIPO-alpha 451 46,324 28,926 75,250
USPTO-2M used 632 1,645,176 303,332 1,948,508

WIPO-alpha is a publicly available collection (released by WIPO) of patent
applications written in English for the development and evaluation of automated
approaches for assigning IPC tag(s) to patent applications. This benchmark was
provided by Fall et al., (2003) with a pre-defined train and test splits, thus facilitating
comparisons among automated systems. It consists of full text of approximately
75,000 patent applications collected by various patent offices around the globe from
1998 to 2002, as well as the IPC codes assigned by human patent examiners—subject
matter experts. Documents belonging to a subclass that has between 20 and 2000
documents have been included in this collection; the exclusion of categories with
fewer documents resulted in 451 subclasses out of 632 existing at the time.

USPTO-2M is a publicly available2 patent classification benchmark dataset created
by S. Li et al., (2018), with nearly two million utility patent documents collected
from the USPTO. It includes patents in 632 subclass categories3 from the 2006 to
2015. Patent applications are generally structured into standard sections, the most
informative are title, abstract, claim, and description. The USPTO-2M includes only
the title and the abstract sections. As in previous work of Risch and Krestel, (2018),
we take as training set documents from 2006 to 2013 and as test set documents from
2014 (so documents from 2015 were not used). However, we had to discard 1,737

2http://mleg.cse.sc.edu/DeepPatent/
3S. Li et al., (2018) indicate 637, but we found 632 in the dataset.
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badly-formed records from the training set and 2 from the test set, resulting in the
numbers shown in Table 7.1.

3.4.2 Metrics

During training, the classification setup is multi-class. However, the model prediction
is considered a ranked list. This is done in order to fit the micro-average precision
(MAP) evaluation metric for three conditions: top prediction, three guesses, and all
categories. The variations are considered appropriate for a scenario where documents
can be assigned more than one category, but there is only one main category. These
metrics are shown in Figure 3.8 according to the proposal of Fall et al., (2003).

Top Prediction

Predicted  
Subclass

Ground 
Truth

̂y1 MC

Three Guesses

Predicted  
Subclass

Ground 
Truth

̂y1

MĈy2

̂y3

All Categories

Predicted  
Subclass

Ground 
Truth

̂y1

MC

IC

IC

Figure 3.8: Micro-average precision evaluation metric for three conditions: top
prediction, three guesses, and all categories (adapted from (Fall et al., 2003)). ŷn is
for the n-th best prediction, MC is the main subclass label, and IC is the incidental
subclass label.

The top prediction compares the classifier top prediction and the main IPC
category (MC). In the three guesses, comparison is made between the top-3 predictions
of the classifier and the MC; if one of the top-ranked predictions matches the MC, then
the classifier has made a correct prediction. In the all-categories, the top prediction
of the classifier is compared with all IPC categories associated with the document,
both the MC and the incidental (or secondary) categories (IC).
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3.4.3 Comparison of model performance

Table 3.2 shows the results obtained for the WIPO-alpha test set at the subclass
level. The scores for USPTO-2M is in Table 3.3. The results were obtained using an
experimental setup similar to that used by Risch and Krestel, (2018), we compare
our models with the results reported in (ibid.) for their model RNN-patent. The
results show that PEncoder, a regularized implementation of the same model, yields
significant performance gain: it provides a 2.2% top prediction improvement in MAP
for WIPO-alpha and a 4.4% top prediction gain in MAP for USPTO-2M. This is
a confirmation of the effectiveness of the regularization approaches, consistent with
conclusions reached in previous work (J. L. Ba et al., 2016; Chen et al., 2019; Luong
et al., 2015).

Table 3.2: Model performance for classification at the subclass level on WIPO-alpha
test set. TP is top prediction, AC is all categories, and TG is three guesses. The best
score is in bold; the second best score is underlined.

WIPO-alpha
Model Micro-averaged precision

TP AC TG
1. RNN-patent (Risch and Krestel, 2018) 0.49 0.57 0.72
2. PEncoder (base model) 0.5191 0.6101 0.7557
3. TLsec 0.5119 0.6008 0.7445
4. TLcls 0.5220 0.6128 0.7551
5. MTLsec 0.5304 0.6205 0.7616
6. MTLcls 0.5266 0.6160 0.7567
7. MTLsec+cls 0.5170 0.6040 0.7417
8. MTLsec + TLsec 0.5278 0.6175 0.7551
9. MTLsec + TLcls 0.5376 0.6265 0.7697
10. MTLcls + TLsec 0.5274 0.6170 0.7592
11. MTLcls + TLcls 0.5332 0.6240 0.7629
12. MTLsec+cls + TLsec 0.5243 0.6129 0.7508
13. MTLsec+cls + TLcls 0.5304 0.6205 0.7616

Table 3.2 and Table 3.3 show the results of experiments where two additional
sources of knowledge are considered (section and class levels) using the transfer-
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Table 3.3: Model performance for classification at the subclass level on USPTO-2M
(the part we used) test set. TP is top prediction, AC is all categories, and TG is
three guesses. The best score is in bold; the second best score is underlined.

USPTO-2M
Model Micro-averaged precision

TP AC TG
1. RNN-patent (Risch and Krestel, 2018) 0.53 0.64 0.75
2. PEncoder (base model) 0.5740 0.6886 0.7951
3. TLsec 0.5733 0.6844 0.7949
4. TLcls 0.5743 0.6859 0.7959
5. MTLsec 0.5731 0.6872 0.7931
6. MTLcls 0.5737 0.6849 0.7950
7. MTLsec+cls 0.5700 0.6812 0.7905
8. MTLsec + TLsec 0.5727 0.6868 0.7921
9. MTLsec + TLcls 0.5726 0.6875 0.7929
10. MTLcls + TLsec 0.5718 0.6831 0.7921
11. MTLcls + TLcls 0.5713 0.6844 0.7920
12. MTLsec+cls + TLsec 0.5708 0.6815 0.7910
13. MTLsec+cls + TLcls 0.5722 0.6851 0.7921

learning approach, TL (Section 3.3.2), multi-task learning models, MTL (Section 3.3.3),
and their combination, MTL+TL (Section 3.3.4), based on the regularized implemen-
tation PEncoder (Section 3.3.1).

In the experiments with TL (rows 3 to 4 of Table 3.2 and Table 3.3), the model is
pre-trained on a source task and the model parameters are transferred with further
training for classification at the subclass level. On WIPO-alpha, the model with
knowledge transfer from the class level performs better than that with transfer from
the section level, with a difference of about 1% top-prediction MAP, which is a gain
of 0.03 compared to the regularized model, PEncoder. On USPTO-2M, the transfer
from the class level is slightly better than transfer from the section level, with a
higher top-prediction MAP margin of 0.001, which is a slight performance gain of
0.0003 over PEncoder.

For the MTL experiments (rows 5 to 7 of Table 3.2 and Table 3.3), the main
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task is classification at the subclass level, and the auxiliary tasks are section, class,
and a combination of classification at the section and class levels. On WIPO-alpha,
the combination of section and subclass in multi-task configuration offers the best
top-prediction MAP performance of 0.5304, better than class-subclass and section-
class-subclass combinations, which is a 0.01 better than the best result with transfer
learning and a gain of 0.02 over PEncoder. On USPTO-2M, the the best result is from
the combination of class-subclass, followed by the combination of section-subclass.
With the best MAP top-prediction of 0.5737, this is slightly lower than the best result
of the transfer learning strategy and PEncoder by 0.0006 and 0.0004, respectively.

The MTL+TL experiments (rows 8 to 13 of Table 3.2 and Table 3.3) is a combi-
nation of transfer learning with multi-task learning. For WIPO-alpha, this approach
gives the best top-prediction MAP, 0.5376, with a combination of classification at
the section and subclass levels and weight transfer from class level classification.
This is a performance improvement of 0.0072, 0.0156, and 0.0185 compared to the
best performance obtained when using multi-task learning, transfer learning, and
the PEncoder, respectively. Conversely, on the USPTO-2M, this approach is slightly
less effective. The setting where we use section and subclass tasks and section as
source of knowledge gives the highest top-prediction MAP of 0.5727. The second
best is a similar configuration with the exception of using class level classification as
the knowledge source. It achieves a top-prediction MAP of 0.5726. Therefore, this
strategy is slightly below our best results with a performance drop of 0.0004, 0.0006,
and 0.0013 on the three metrics, respectively.

3.5 Discussion

Through the simple regularization and knowledge transfer approaches, the results are
better than the state-of-the-art RNN-patent model using the three variants of the
micro-average precision metric, with an absolute gain of approximately 5% using the
top prediction MAP metric. For WIPO-alpha, the combination of transfer learning
and multi-task learning gives the best results, while the transfer learning approach is
more effective for USPTO-2M.
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The difference in performance between the two datasets can be attributed to
the size and some specifics of the datasets outlined in Table 3.4. The size of the
USPTO-2M dataset—approxiamtely 2,000,000 samples (on both train and test sets),
although sparse— seems to supersede the regularization effect of using MTL which
can be observed for the WIPO-alpha dataset. Another important difference between
the two datasets is that the labels on the long-tail of USPTO-2M are extremely sparse:
there are labels with number of examples as low as 1, while the WIPO-alpha dataset
has a minimum label frequency of 20. For USPTO-2M, using a simple average of
the task losses instead of the weighted version provides a slight advantage over the
transfer learning model. Therefore, with a larger dataset, transfer learning from a
higher level seems to be more effective than multi-task learning.

Table 3.4: Statistics of the labels on the WIPO-alpha and USPTO-2M (used part)
training splits indicating the minimum, 25th percentile, 50th percentile, 75th per-
centile, maximum, and average number of examples per label. The OOV column is
the number of out-of-vocabulary words with respect to the embeddings for the patent
domain.

Dataset min 25p 50p 75p max avg OOV
WIPO-alpha 20 33 61 124 2,000 103 377,331
USPTO-2M 1 109 492 1634 209,254 2,624 1,624†
†Computed with the first 30 words.

It seems that the difference in the number of out-of-vocabulary (OOV) words
for the two datasets is also a factor in the observed difference in performance of
MTL. The number of OOV words for WIPO-alpha is over 300,000, while USPTO-2M
has very few (about 1,000). On one hand, this huge difference can be linked to
our experimental setup: we use the first 300 words for WIPO-alpha and the first
30 words for USPTO-2M. On another hand, the patent embeddings we used was
trained with a large collection of patent documents collected by the USPTO. We
think that USPTO-2M is most likely a subset of that collection as such it has very
few OOV words. After checking few of the OOV words for WIPO-alpha, we find that
most are misspellings caused by OCR errors that cannot be easily corrected with a
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simple spellchecker such as the omission of space between two words. It follws that
WIPO-alpha is a more challenging dataset. Therefore, a challenging task will benefit
the most from the regularization effects of TL, MTL, and MTL+TL.

3.5.1 Effect on less frequent labels

To identify whether our proposed approach is beneficial to categories with fewer
documents, we select 50 least-occurring labels in the WIPO-alpha training set. The
corresponding documents in the test set contains 742 samples. WE compare PEncoder
with the best model, MTLsec + TLcls.

Table 3.5 shows that the MTL+TL transfer approach achieves a micro-average
precision of about 33%, while the PEncoder achieves a score of approximately 24%.
According to the McNemar’s test statistics (McNemar, 1947) for comparison of
machine-learning models (Dietterich, 1998), the performance gap is statistically
significant at α = 0.05 with a p-value of 0.000000015. This is in line with our
expectation that transfer and multi-task learning can be beneficial when some labels
are sparsely populated.

Table 3.5: Performance comparison using the top prediction (TP) MAP mtric, on
the 50 least frequently occurring labels in WIPO-alpha.

PEncoder MTLsec + TLcls P-value
0.2372 0.3288 0.00000015

The contingency table, Table 3.6, reveals that both models made incorrect predic-
tions on 462 out of 742 samples. This shows that there is a need for techniques that
can further alleviate the data sparsity problem.

3.5.2 Ablation study of the regularization techniques

We study the effect of the regularization techniques—vocabulary size selection and
layer normalization in Table 3.7. On the WIPO-alpha, the choice of vocabulary
size has little impact on performance, its removal results in a performance drop of
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Table 3.6: Contingency table highliting the differences between PEncoder and the
MTLsec + TLcls model on the 50 least frequently occurring labels in WIPO-alpha.

MTLsec + TLcls
PEncoder

Correct Wrong
Correct 140 104
Wrong 36 462

Table 3.7: Ablation study of the regularization techniques used in the PEncoder (first
row), on the WIPO-alpha and USPTO-2M datasets. The metric is the micro-average
precision of the top prediction (TP).

Vocabulary
size selection

Layer
normalization

WIPO-alpha USPTO-2M

+ + 0.5191 0.5740
− + 0.5100 0.5741
+ − 0.4701 0.5730
− − 0.4501 0.5726

0.0091. A significant drop in performance of 0.05 can be observed without layer
normalization. The removal of both regularization techniques results in a decrease
of 0.07. On USPTO-2M, there is a marginal performance improvement of 0.0001
without selection of vocabulary size. Without layer normalization, the performance
decreases by 0.0010. When both techniques are removed, the performance reduces by
0.0014.

Indeed, the combination of the regularization methods can be linked with the
higher performance achieved by the PEncoder, on both datasets; the magnitude of
this effect is greater on WIPO-alpha. The apparently negative impact of setting the
vocabulary size on USPTO-2M can be attributed to our use of a shorter sequence
length, 30 words, due to limitations on computational resources. This is in line with
our observation that WIPO-alpha is a more challenging dataset, in addition to being
smaller. Thereforre, it benefits more from the regularization techniques.

37



Abstract: An improved infant formula resulting in reduced constipa-
tion, abdominal discomfort and gastrointestinal problems, comprises
at least one protein component having a phosphorus content of less
than 0.75 g P/100 g protein, and at least one lipid component that
can be easily digested by an infant. Preferably, it further comprises at
least one prebiotic component, and at least one viscosity-improving
component. The protein fraction of the formula is preferably a
hydrolysate prepared by hydrolysing a protein starting material,
especially a whey protein with a combination of at least one endo-
and at least one exoproteinase.
Gold label: A23D (edible oils or fats)
PEncoder: A23L (foods, foodstuffs, or non-alcoholic beverages, not
covered by subclasses A23B - A23J; their preparation or treatment)
MTLsec +TLcls: A61K (preparations for medical, dental, or toilet
purposes)

Case 3.1: Incorrect prediction by both models

3.5.3 Qualitative error analysis

Looking at the most common errors made by the models on the subset we discussed
in Section 3.5.2, related or similar labels represent a common source of confusion.
Related labels are those labels that share the same parent section or class in the label
hierarchy. The example in Case 3.1 depicts a situation where both models made
incorrect predictions. However, the predictions are closely related to the ground truth.
Both models consider that the sample is about a kind of preparation. The PEncoder
correctly identified the section and class while the MTLsec+TLcls could only correctly
identify the section. In Case 3.2, the MTLsec + TLcls made a correct prediction while
the prediction of PEncoder was incorrect. It predicted a similar label G06F–electric
digital processing instead of G06N–computer system based on specific computational
models.

Next, we study the relative effectiveness of both models by taking a count of
how many examples which PEncoder predicted wrongly are correctly predicted by
MTLsec +TLcls and vice versa. In the first case, the knowledge transfer approach can
make correct predictions on about 20% of failure cases of PEncoder. For the converse,
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Abstract: A method and a system are presented, which assist
classifiers in gathering information in a cost-effective manner by
determining which piece of information, if any, to gather next. The
system includes an explicit system, an implicit system, a classifier,
and a profit module. A feature set is inputted into the explicit
system, which uses the feature set to determine tests to perform
to gather information useful for classifying the system state. The
relative profit of each test performed is determined by the profit
module and the profit determined is used to determine which test or
tests to select for a particular feature set. The results of the explicit
system, which is generally an exhaustive or semi-exhaustive search
algorithm, are used to train the implicit system. The implicit system
is then able to process decisions much faster than the explicit system
when circumstances require time-critical operation.
Gold label: G06N (computer systems based on specific computa-
tional models)
PEncoder: G06F (electric digital data processing)
MTLsec +TLcls: G06N

Case 3.2: Knowledge transfer makes correct prediction and PEncoder fails

we count the number of samples that were incorrectly predicted by the knowledge
transfer approach but correctly predicted by the PEncoder. The PEncoder can
make correct predictions on about 9% of the failure cases of the knowledge transfer
approach. This is an indication that the knowledge transfer method is relatively better
at differentiating among similar labels. This analysis demonstrates the robustness of
the proposed approach. It also confirms our intuition on the benefits of knowledge
transfer. Additionally, this error analysis signals an area of focus for future research.

3.5.4 Does the choice of word embeddings matter?

We examine the effect of the choice of word embeddings on the performance of
PEncoder by conducting experiments using different word embeddings. In Table
3.8, we present results of experiments with a fasttext embedding pre-trained on
patent text and another pre-trained on text from English Wikipedia. We also use a
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randomly initialized word embeddings. The dimension of the embeddings is 300. The
domain-specific word embeddings yields the best performance across all metrics. The
general domain embedddings are better than the randomly initialized embeddings
on the top prediction and all categories MAP metrics. The random embeddings are
slightly better than the Wikipedia embeddings on the three guesses MAP metric.

Table 3.8: Performance comparison of PEncoder on WIPO-alpha when using different
types of word embeddings.

Embeddings TP AC TG
fasttext-patent 0.5191 0.6101 0.7557
fasttext-wiki 0.4935 0.5808 0.7171

random 0.4738 0.5626 0.7176

3.6 Conclusion

Using deep learning techniques, we examined the question of how to effectively
transfer knowledge from upper level task(s) to a lower level task by leveraging the
parent-child relationship present in a given categorization scheme—such as IPC—to
improve automatic categorization at the lower—more granular—level. We considered
three approaches: transfer learning, multi-task learning, and the combination of both,
based on PEncoder, the regularized bidirectional GRU model. The evaluation of the
approaches on two patent classification datasets, WIPO-alpha and USPTO-2M, shows
improvement in performance, the combination of multi-task and transfer learning
yields the best performance on WIPO-alpha, while transfer learning is the most
effective on USPTO-2M. It is worthy of note that the approaches has outperformed
the state-of-the-art RNN-Patent model (Risch and Krestel, 2018) on all metrics with
an absolute increase of up to 5% on the top-prediction MAP metric.

There are a number of avenues for future work. For example, the experiments in
this chapter are on the subclass level classification, classification at the more detailed
group and subgroup levels has not received much attention. The IPC guideline
offers alternative strategies to assign IPC labels, such as using the labels of similar
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documents and searching for IPC codes using the so-called “catchword index” to find
a likely match. Adding such alternatives to the knowledge transfer techniques may
improve model performance especially on less-frequent labels. Given that patent
documents are available in a number of languages, the application of the approaches
proposed here to patent classification in other languages is interesting. Beyond the
patent domain, the findings in this work could have useful implications for automatic
categorization based on hierarchically controlled vocabularies in other domains using
deep learning techniques.
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Chapter Four

Detection of Aggression on Social
Media

4.1 Introduction

The web has enabled user-generated content on various online platforms. An essential
part of these platforms is the social media websites. These websites facilitate social
interactions by posting comments and responding to comments from other users. As
with offline interactions, online interactions are subject to anti-social behaviours such
as trolling, flaming, abuse, bullying, and hate speech. The global increase in internet
penetration has allowed unprecedented access to the web, the illusion of ’invisibility’
by web users has led to increasing anti-social behaviour on digital platforms. As a
result, web users are exposed to mental, psychological, and emotional distress if such
behaviour is not curbed.

In an effort to make the web more civilized, automatic detection of content that
contains or could have the effect of abuse, aggression or hate speech on social media
platforms is an important task. However, most studies (with publicly available
datasets) on automatic hate speech detection has focused on Twitter. The task on
aggression detection (Kumar et al., 2018) aims to compare classifiers developed for the
automatic identification aggression on social media platforms by making annotated
data collected from Facebook available. The task is to develop a multi-class classifier
that can make a subtle distinction between texts categorized as one of three categories:
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overtly aggressive, non-aggressive and covertly aggressive.
Motivated by existing works that apply machine learning to automatic hate

speech detection, we examined the effectiveness of models that rely on little or no
feature engineering. The presence of noisy content such as misspellings, acronyms,
code-mixing, and incorrect grammar in social media posts makes extracting linguistic
features using Natural Language Processing (NLP) tools error-prone. Consequently,
we experimented with a linear model (NBSVM with n-grams) and deep learning
models (CNN, LSTM, BiLSTM, and combinations thereof). The linear model serves
as our baseline (hard to beat) while we refine our deep learning models for this
task. Our goal is to examine (1) the relationship between model complexity and
effectiveness and (2) the size of dataset required to accurately detect aggression in
social media posts.

For the remainder of this chapter, Section 4.2 outlines related work. Sections
4.3 and 4.4 present the data and our methodology respectively. The results of our
experiments are in Section 4.5 and we conclude in Section 4.6.

4.2 Related Work

The task of detecting aggression on social media can be seen as a document classi-
fication task. This task can also be divided into binary classification or multi-class
classification. Within the framework of detection of aggressiveness, the binary classifi-
cation would imply the presence or the absence of certain anti-social phenomena such
as abuse (Nobata et al., 2016) in a particular example (abusive or not abusive). In
the multi-class scenario, some types of anti-social behaviour are interesting (Waseem
et al., 2017) such as racism, sexism, hate speech, and bullying. It has been observed
that contents containing anti-social phenomena occur sparingly in a collection of
social media posts. This usually results in unbalanced datasets where posts devoid
of the phenomena of interest are in abundance. This problem is more pronounced
in the multi-class scenario, which leads to difficulties in learning features which
are discriminative enough by classifiers. In (Malmasi and Zampieri, 2018), it was
concluded that making a subtle distinction between types of anti-social behaviour:
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profanity and hate speech is a difficult task for machine learning classifiers. As a
result, we reckon that it will be difficult to differentiate between overt and covert
aggression. Additionally, (Davidson et al., 2017) indicates that posts that do not
contain explicitly aggressive words are likely to be difficult to identify. This would
likely apply to the covertly aggressive class in this study.

In (Gao et al., 2017), the authors recognized the cost of annotating data for
hateful comments in social media and proposed a system that exploits unlabeled data.
Their result shows improvement over systems which are based solely on manually
annotated data. This approach is most closely linked to our work.

The identification of aggression in social media is closely linked to existing studies
on the detection of hate speech, abuse, and cyberbullying. The methods used to
address these tasks as a supervised classification problem can be broadly divided
into two categories. One approach is based on manual feature engineering. With the
feature engineering approach, the extracted features serve as input for classic machine
learning algorithms such as naive bayes, logistic regression, support vector machines,
and random forest (Malmasi and Zampieri, 2017; Schmidt and Wiegand, 2017). The
other approach is based on deep neural networks that automatically learn features
from input data. (Gambäck and Sikdar, 2017) used convolutional neural networks
to classify hate speech and (Zhang et al., 2018) used a combination of convolutional
neural network and gated recurrent unit (GRU) for the same task.

Rather than relying solely on the textual content of social media posts to identify
hate speech, (Founta et al., 2018; Qian et al., 2018) examined the use of metadata
of the users or the posts. However, the metadata may not be on every social media
platforms. Additionally, this approach can fail if a social media platform allows
anonymous posting.

4.3 Data

In this section, we describe the datasets used in this chapter and the data augmentation
strategy. Additionally, details of the pseudo labeling approach are presented.
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Dataset We used the annotated data provided by the task organizers for the 2018
edition of the TRAC challenge. The details of the annotation procedure can be
found in (Kumar, Reganti, et al., 2018). The dataset consists of posts collected from
Facebook. The posts relate to entities (organizations, individuals or issues) in India.
The dataset includes posts written in English and Hindi. We used the English part
in this work. The dataset is annotated with three high-level tagsets namely: covertly
aggressive, non-aggressive, and overtly aggressive. Each example is annotated with
one of these tagsets. The English dataset consists of 12000 training examples, 3001
development examples, 916 test examples from Facebook, and 1257 examples from
an unspecified social media platform. On the training set, the number of examples
per class is unbalanced. The covertly aggressive class accounts for about 34% of the
training examples; non-aggressive class represents about 42% of the training examples
and overtly aggressive class represents approximately 24% of the training examples.
The minimum and maximum number of tokens are respectively 1 and 1200 on the
training set. We found that the training set contains redundant posts: different post
ID but duplicate content.

Data Preprocessing We have used well-formed texts in our experiments. We
converted all alphabetic characters to lowercase. We removed punctuation marks,
digits, URLs, repeated characters, non-English characters, alphanumeric characters,
and usernames. Additionally, we have decoded emoji(emoticons) into their text
equivalents and converted hashtags into their constituent tokens where possible. To
correct spelling mistakes, we used a spell checker.

Data Augmentation and Pseudo Labeling A common technique to improve
the generalization of neural network models in computer vision is to enlarge the
dataset using transformations that preserve the labels (Simard et al., 2003). This
is usually done by well-known invariant operations such as rotating and scaling
images in the training set. Inspired by this technique, we simulate transformations
by translating each example into an intermediate language and back to English. We
have translated into four intermediate languages namely French, Spanish, German,
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and Hindi. We observed a slight increase in model performance when using all four
languages. It is known that machine translation provides conceptually equivalent
output in a target language. We used the Google Translate API for the translation.
We rely on a weak notion of label-preserving transformation for the text by translating
the original training text to an intermediate language and translating it back to
English. We anticipate that the translation into multiple intermediate languages will
help diversify our augmented training set in terms of various lexical choices, each
using the intermediate languages as a source language and English as the target
language in the backtranslation phase. Although, the process of translation and
backtranslation is error prone, this process increases the size of our training set by a
factor of 5. The resulting augmented training set is highly interdependent. With the
aforementioned procedure, the DNN models outperform the linear baseline model.

One of the test sets provided for evaluation is data collected from an unspecified
social media platform. To diversify our training examples, we used a related dataset
that was collected from Twitter for hate speech detection which is publicly available
1. There are two datasets with a total of 22075 tweets (subject to change based
on availability on the Twitter platform). We assume that the dataset contains the
phenomenon of interest for the task under consideration. So, we used the model with
the highest performance on the development dataset to label the Twitter dataset. The
examples with the pseudo labels were added to the original training dataset. Then,
we train the deep learning models with the original, augmented, and pseudo-labeled
examples.

4.4 Methodology

Our approach was to develop a baseline model and a set of deep neural network
models. The models are presented in this section.

Baseline Model In (S. Wang and Manning, 2012) a support vector machine (SVM)
model which uses naive bayes (NB) log-count ratio features (NBSVM) is proposed.

1https://github.com/ZeeraKW/hatespeech
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NBSVM shows consistent performance on several text classification tasks. We used
the logistic regression classifier in place of the SVM. We consider this model to be
a strong linear baseline. We implemented two types of the NBSVM model. One is
based on word n-grams and the other is based on character n-grams. We found the
character n-grams model to be superior on the development dataset for aggression
detection. The character n-grams NBSVM serves as our baseline based on which we
compare results from deep neural network models in the experiments conducted.

Input Representation The representation of inputs in deep neural network models
is the embedding layer. The embedding layer encode each word in the vocabulary
used in the model. We experimented with various pre-trained word vectors for the
embedding layer including word2vec, Glove, SSWE, and fastText. We found the
coverage of the pre-trained embeddings to be limited. FastText has the highest
vocabulary coverage in our experiment (with about 5000 missing entries). So, instead
of using a pre-trained word vector file to locate the vector representation of each word,
we used the pre-trained fastText model (Mikolov, Grave, et al., 2018) to derive the
vector representation of each word in the vocabulary of our model. This allows us to
use the information at the sub-word level to derive vector representation of words that
are not part of the vocabulary of the corpus (Wikipedia) on which the fastText model
has been pre-trained. This feature is especially important for social media posts,
which usually contain typos and abbreviations. Additionally, we used a randomly
initialized embedding which is trained with the network to learn task-specific word
representations. The input representation of the deep neural network models is
therefore a concatenation of 300-dimensional word vectors, derived from fastText
model, and a 50 dimensional task-specific word vector.

Deep Neural Network Models We tested seven deep learning models for aggres-
sion detection: CNN, LSTM, BiLSTM, CNN-LSTM, LSTM-CNN, CNN-BiLSTM,
and BiLSTM-CNN. The models vary in complexity, with the combination of BiLSTM
and CNN: CNN-BiLSTM and BiLSTM-CNN being the most complex neural archi-
tecture. CNNs have been used for text classification (Kim, 2014a). CNN is able to

47



learn features from words or phrases in different locations in the text. LSTMs model
long-term dependencies in text and have been found to be useful for text classification
. BiLSTMs consist of two LSTMs. One encodes the information in a sequence in the
forward direction and the other in the reverse direction. Past and future information
is available to the model when making a classification decision. CNNs and (Bi)LSTMs
complement each other in their modeling capacities. Each of CNNs and (Bi)LSTMs
capture information at different scales. Therefore, we investigated whether there could
be potential improvements by combining multiple pieces of information of different
scales for aggression detection. We examined inputting the word representation into
the CNN and feeding the local features learned by the CNN into the (Bi)LSTM in
the CNN-(Bi)LSTM model. Conversely, we also passed the input representation to
the (Bi)LSTM and passed the long-term features learned by the (Bi)LSTM to the
CNN in the (Bi)LSTM-CNN model. The representations learned from the CNN,
(Bi)LSTM, and their combinations serve as input for the fully-connected layer. The
output of the fully-connected layer is a softmax (probability) output which indicates
the likelihood of belonging to each of the three classes. The class with the highest
probability is the predicted class.

For the training of the deep neural network models, we used the sparse categorical
cross-entropy as objective function. We chose the RMSprop optimizer to minimize the
loss function in 5 epochs. We used feature dropout and earlystopping as regularization
mechanisms to avoid overfitting. A spatial dropout (Tompson et al., 2015) probability
of 0.2 was applied to the embedding layer.

Submissions to the leaderboard We submitted three systems for evaluation on
the unseen test dataset. Our first submission is the predictions of the LSTM model.
This model was trained with the augmented dataset. The second submission uses the
representations learnt by the CNN and LSTM in the CNN-LSTM configuration. This
submission was trained with the larger training set, which consists of augmented and
pseudo labeled examples. Additionally, we calculated the sentiment score for each
example and used the score as an additional feature to the representations learned
from the CNN-LSTM layers before making predictions. The third submission is an
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ensemble of the predictions made by the deep neural network models trained on (1)
augmented data and (2) combination of augmented and pseudo labeled data, and
sentiment score for each post. The final predictions were made by majority voting.

Table 4.1: Weighted F1 Scores on the English Development set. PL stands for Pseudo
Labeling and Aug. represents Augmentation

System No Aug. Data Aug. Data Aug. + PL
NBSVM 0.5116 0.5135 –
CNN 0.4989 0.5520 0.5741
LSTM 0.4940 0.5679 0.5561
BiLSTM 0.4714 0.5274 0.5776
CNN-LSTM 0.4702 0.5296 0.5822
LSTM-CNN 0.3679 0.5624 0.5729
CNN-BiLSTM 0.3839 0.5272 0.5573
BiLSTM-CNN 0.4836 0.5523 0.5440
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4.5 Results

This section presents the results obtained on the English development and the test
datasets (Facebook and Social Media) using weighted macro-F1 scores.

Table 4.1 shows the performance of the baseline model (NBSVM) and the DNN
models are presented. Using the training dataset as given for training, the NBSVM
model performs best. The table shows the effects of data augmentation and pseudo
labeling on the models. It can be observed that when using data augmentation,
the performance gain with the NBSVM is very small (0.0019) compared to the
DNN models where the maximum performance gain of 0.1433 is observed with the
LSTM model. The combination of data augmentation and pseudo labeling leads to a
slight improvement in the performance of the DNN models with the exception of the
LSTM model. Overall, data augmentation results in about 5% weighted macro-F1
improvement on the development set over the NBSVM baseline model. Similarly,
the combination of data augmentation and pseudo labeling results in a weighted
macro-F1 gain of about 7% over the linear baseline model. Pseudo labeling gives a
slight improvement of about 2%. The significant performance gain (around 5%) is due
to the introduction of data augmentation. These gains demonstrate the effectiveness
of the data augmentation approach and the complementarity of pseudo labeling in our
approach. We also experimented with and without the sentiment score as a feature.
We did not observe any significant gain or drop in performance.

Table 4.2 shows the performance scores of the three systems submitted for evalua-
tion on the Facebook test set. All submissions are better than the random baseline
score. All our systems have comparable performance; they are all within 0.05 F1 score
of each other. The LSTM model trained with the augmented training set obtained the
best weighted F1 score of 0.6425. This score ranks first on the shared task which
attracted 30 submissions. It is clear that a complex model (CNN-LSTM) does not
necessarily give the best result. Figure 4.1 shows the confusion matrix for our best
system, the LSTM model. From the confusion matrix, it can be observed that the
most of the model errors in absolute terms occur on the non-aggressive (NAG) class;
the model predicts covertly aggressive (CAG) when the true label is NAG. In relative
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Figure 4.1: Confusion Matrix of the LSTM Predictions on the English (Facebook)
Test Set

Table 4.2: Weighted F1 Scores on the English (Facebook) Test set

System F1 (weighted)
Random Baseline 0.3535
LSTM 0.6425
CNN-LSTM 0.6058
Ensemble 0.5897

terms, the most difficult class for the model is the CAG. Most of the errors here result
from the model predicting NAG when the true labels are CAG. In addition, it can
be observed that the model does better on the NAG class, followed by the overtly
aggressive class (OAG) and the worst performance is on the CAG class.

Table 4.3 gives an overview of the results obtained on the surprise test dataset
collected from an unnamed social media platform. On this dataset, the CNN-LSTM
model which was trained on the combination of the augmented training data, and
pseudo labeled Twitter data along with sentiment score received a weighted F1 score

51



OA
G

CA
G

NA
G

Predicted label

OAG

CAG

NAG

Tr
ue

 la
be

l

269 74 18

203 103 107

24 55 404

Confusion Matrix

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Figure 4.2: Confusion Matrix of the CNN-LSTM Predictions on the English (Social
Media) Test Set

Table 4.3: Weighted Macro-F1 Scores on the English (Social Media) Test set

System F1 (weighted)
Random Baseline 0.3477
LSTM 0.5400
CNN-LSTM 0.5920
Ensemble 0.5682

of 0.5920. This score places the system on an overall ranking of third among 30
systems that participated in this track. In this case, a complex model supported
by an out-of-domain data is superior. In Figure 4.2, the confusion matrix gives us
an overview of the performance of the CNN-LSTM model for each class. We can
observed that the model made the most errors on the CAG class. It predicts OAG
when the real class is CAG. The model does best on the NAG class, followed by the
OAG class and has the lowest performance on the CAG class.

Based on the performance trend observed in our results, the performance of our
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best model for each track appears to reflect the distribution of the number of examples
per class in the original training set. Our models achieve better performance on classes
with more training examples than on classes with fewer training examples. Also, it is
not surprising that although the OAG class has the least number of examples in the
training set, the performance of our models on the OAG class is better than on the
CAG class which has more examples. The performance on the OAG class confirms
an earlier conclusion that a message which contains explicitly aggressive word(s) is
easier to detect. Considering our result, the conclusion is true even if the category
containing explicitly aggressive word(s) is the minority class.

4.6 Conclusion

In this chapter, we tackle the challenge of automatically detecting aggression in
social media posts. We have developed a linear baseline classifier using NBSVM
with character n-grams as features. We performed experiments with deep neural
network (DNN) models of varying complexity, ranging from CNN, LSTM, BiLSTM,
CNN-LSTM, LSTM-CNN, CNN-BiLSTM to BiLSTM-CNN. To do better than the
linear baseline with deep neural networks, we experimented with data augmentation,
pseudo labeling, and sentiment score feature. We found that the largest improvement
is due to the data augmentation strategy. The improved DNN models were better
than the linear baseline model on the development set. Therefore, the DNN models
require more data points than a non-DNN model (in this case NBSVM) for this task.
As the results show, a complex model does not necessarily improve the performance
on this task. The LSTM-based model obtained the best weighted F1 score on the
English Facebook test data. With a score of 0.6425 on the Facebook test set we
achieved first place out of 30 submissions on the leaderboard. The CNN-LSTM
classifier receives a weighted F1 score of 0.5920 on the social media test set. With
this score, we achieved an overall ranking of third out of 30 teams on the leaderboard.

The performance trend of our models on all three classes shows that the models
have the best performance on the NAG class and least on the CAG class. This is
consistent with previous work on the nature of implicit offensive language. The trend
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reflects the distribution of examples per class in the training set. The performance
on classes with more training examples are better than those with fewer examples. A
natural path for future work is to examine approaches that can improve performance
on classes with smaller amount of training examples.
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Chapter Five

All-in-one Model for Multilingual
Offensive Language Detection

5.1 Introduction

The impact of objectionable content on internet users ranges from subtle discomfort
to more serious psychological and emotional problems, that if left unchecked, can
lead to violent actions by/towards affected individuals. To make the web a safe
place for everyone, platforms such as Twitter and Facebook pay a lot of attention to
content moderation. To aid in this difficult task of removal of objectionable content,
it becomes necessary to build efficient and effective systems capable of identifying
and classifying such content for automatic or human-assisted content moderation.
A standard approach is to automatically mark such content for removal or review
by human moderators. There are several studies on the English language due to
availability of datasets and distributional representation with which to develop models.
While significant progress has been made in the English language, the same cannot
be said of other languages. With shared task series such as HASOC providing data in
other languages, this opens the way for further research in other languages. With the
availability of datasets in multiple languages, it becomes expensive to design a robust
system for each language. An alternative strategy will be to train a single model for
languages for which annotated data is available.

We base our approach on recent advances in the development of multilingual
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language models. In particular, the observation by Conneau et al., (2020) that a
multilingual model can achieve the performance of multiple language-specific models,
at least after pre-training. Can we say the same for fine-tuning on a downstream
classification task? We investigate whether jointly fine-tuning a multilingual model
on a multilingual dataset is feasible for the task of objectionable content identification
and classification. We think that this approach will be more energy efficient and
computationally less expensive.

Specifically, we explore the possibility of using a multilingual pre-trained language
model (BERT) to train a single model for the three languages with datasets provided
for the HASOC 2020 shared task (Mandl, Modha, Shahi, et al., 2020) using transfer
learning.

5.2 Related Work

Several approaches have been explored to automatically identify offensive content.
Traditionally, feature engineering in combination with classical machine learning
models such as Support Vector Machines, Logistic Regression, and Naive Bayes have
shown competitive performance (Malmasi and Zampieri, 2017). Recently, neural
networks have shown better performance than the traditional approaches by using
architectures such as GRU, LSTM, and CNN in combination with word embeddings
(Aroyehun and Gelbukh, 2018). The introduction of contextual word embeddings
based on pre-trained language models (Devlin et al., 2019) and the transformers
(Vaswani et al., 2017) architecture has led to state-of-the-art results in several areas
of NLP including offensive content identification (Risch and Krestel, 2020). Typically,
current approaches are based on pre-trained language models that are adapted to the
downstream task (Sun et al., 2019). On the English language, significant progress has
been made on the detection of objectionable content, which cannot be said of other
languages. Recently, shared tasks such as TRAC 2018 (Kumar, Ojha, et al., 2018),
HASOC 2019 (Mandl, Modha, Majumder, et al., 2019), TRAC 2020 (Kumar et al.,
2020), and Offenseval (Zampieri et al., 2020) have introduced datasets in languages
other than English. However, the mode of evaluation at those venues is still carried
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Table 5.1: Details of the dataset for subtasks A and B for each language. Total is the
number of labeled examples per language. OFF – Offensive, and PRFN – profane

A B Total
OFF NOT OFF HATE PRFN NONE

EN 1856 1852 321 158 1377 1852 3708
DE 673 1700 140 146 387 1700 2373
HI 847 2116 465 234 148 2116 2963

out in a monolingual manner. It would be interesting to see evaluation settings where
models are evaluated on their multilingual and/or cross-lingual capabilities, such as
Pamungkas and Patti, (2019) and Ranasinghe and Zampieri, (2020).

5.3 Methodology

Task. Given a text (tweets in this case) predict (1) For subtask A, whether the text
is offensive or not. and (2) For subtask B, classify the text into one of the following
categories: none, offensive, hate, and profane.

Data. The HASOC 2020 dataset contains annotated data in English, German, and
Hindi. The data contains hierarchical annotations at two levels. Level one has binary
labels (offensive VS. non-offensive) and level two has four mutually exclusive labels.
Table 5.1 shows the details of the training set.

Approach. We train a single model with a combination of labeled datasets for each
language. We therefore have a single model for each task that covers all the three
languages.

As validation set, we use the test set (gold labels) from the 2019 edition of HASOC.
We observe that applying language-independent pre-processing: removing URL,
normalizing repeated characters, converting emoji to text, and removing punctuation
marks resulted in performance degradation on the validation set. Therefore, we did
not apply any pre-processing. It appears that a contextual model such as BERT
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is able to leverage the information that would have otherwise been removed. We
experimented with both the multilingual BERT (Devlin et al., 2019) and the XLM-R
(Conneau et al., 2020) pre-trained models. We find that the XLM-R model had
unstable and worse performance across runs. This is likely due to the size of the
model and thus requires careful fine-tuning. Based on this observation, we choose
multilingual BERT for our experiments. We use as representation the embedding
of the [CLS] token with dimension 768 and feed it to a single layer perceptron with
softmax activation. This yields a probability distribution over the number of classes
to predict (two for subtask A and four for subtask B). The training set up uses the
following hyperparameter settings: learning rate of 3e− 5, batch size of 128, Adam
as optimizer, and a maximum number of epochs of 5. We choose the model with
the best performance on the validation set to make prediction on the test set. For
subtask B, we continue fine-tuning on the best model from subtask A with the same
hyperparameters stated above. The implementation uses the Flair library (Akbik
et al., 2018).

5.4 Results

Table 8.2 shows the results obtained per task on each language on the test set. For
subtask A in English, we obtained a macro-average F1 of 0.4980, and 0.2537 for
subtask B. These results are within 2 F1 points of the highest ranked submission for
English on the leaderboard. On the German data, the difference in performance for
subtask A is the smallest, 0.0058, about 1% F1 points. On the Hindi dataset, the
largest difference in performance is found on subtask B, about 10% F1 points. The
second largest difference is also found on the Hindi subtask A, which is about 3% F1
points lower than the best performance on the leaderboard. We suspect that there is
a negative transfer from English or German to Hindi. This finding deserves further
investigation in the future. Overall, the scores on subtask B are consistently lower
than the scores on subtask A in all languages. Perhaps, this is an indication of the
difficulty of the task.
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Table 5.2: F1 score on the test set. The numbers in parentheses represent the difference
in performance between our submission and the best model on the leaderboard.

Task EN DE HI
A 0.4980 (−0.0172) 0.5177 (−0.0058) 0.5005 (−0.0332)
B 0.2537 (−0.0115) 0.2687 (−0.0256) 0.2374 (−0.0971)

5.5 Conclusion

We investigated the feasibility of using a single multilingual model to detect and
classify offensive language in three Indo-European languages. We conducted fine-
tuning experiments with the multilingual BERT model. We record a competitive
macro-average F1 score of 0.4980 on English subtask A. We find that the performance
difference between our submission for tasks on Hindi and the best model on the
leaderboard is the largest. In the future, we would like to experiment further with a
mixture of more language-specific datasets and determine the limitations of using a
mixed-language dataset to fine-tune multilingual encoders for the task of identifying
objectionable content.
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Chapter Six

Automatic Identification of Social
Media Posts Mentioning Drugs and
Adverse Drug Reactions

6.1 Introduction

The emergence of social media platforms such as Twitter has led to the availability
of huge amount of data for research purposes. Public health surveillance using this
non-traditional mode of communication has received attention in recent times. The
third edition of Social Media Mining for Health Applications (SMM4H) (Davy et al.,
2018) challenge aims to facilitate pharmacovigilance research using social media data.

The challenge consists of several tasks. Our focus in this chapter is on tasks 1 and
3. The purpose of task 1 is to identify tweets that contain drug name(s) while task 3
focuses on recognizing Twitter posts mentioning adverse drug reactions (ADR). Both
tasks are binary classification tasks. We believe that both of these tasks are necessary
steps in extracting ADR from social media posts as filtering out tweets that are not
related to drugs and/or ADR could result in a more accurate ADR extraction system.
The evaluation scores for both tasks are the precision, recall, and F1 values of the
positive class.

In the following sections, we describe the data, our approach, results, and conclu-
sion.
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6.2 Data

The datasets consisted of IDs of tweets and their corresponding label, as well as a
script to download the text of the tweets. Using these IDs, textual data was collected
from Twitter. For task 1, tweets were annotated for the presence of at least one
mention of drug name(s). The presence of ADR mention was also annotated for task
3. We downloaded a total of 9056 tweets out of 9625 expected tweets as training
data for task 1. We also retrieved 16677 tweets out of the expected 25630 tweets for
task3. Table 7.1 shows the number of examples per label in the training data for
tasks 1 and 3. For task 1, the number of examples per class is almost the same. For
task 3, the number of examples per label is very unbalanced with about 92% of the
examples belonging to the negative class (non-ADR) and about 8% of the training
data belonging to the positive class (ADR). The test set consists of 5382 tweets and
5000 tweets for tasks 1 and 3, respectively. We performed data cleaning by getting
rid of special and repeated characters, numbers, URL, and hashtags. To deal with
spelling errors, we performed spell checking.

Table 6.1: Number of Examples in the Train and Test Sets for Tasks 1 and 3

Task Train set Test set
neg class pos class

1 4356 4700 5382
3 15326 1351 5000

6.3 Method

Our approach for tasks 1 and 3 is very similar. We have experimented with NBSVM,
deep learning models, and the combination of a deep learning model as a feature
extractor and SVM as a classifier. NBSVM is a strong baseline (S. Wang and Manning,
2012). The choice of which deep learning model to use as a feature extractor was
determined by the average performance across three runs on our development split.
The train/development split used for task 1 is 90% training and 10% development.
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Table 6.2: F1 Score of the Positive Class on our Development Split of the Training
set using NBSVM and Deep Learning Models (For deep learning models, scores are
the average of three runs and the values in parentheses are for the corresponding
character level model)

Task Classifiers
NBSVM CNN LSTM BiLSTM

1 0.909 0.877 (0.888) 0.848 (0.781) 0.876 (0.798)
3 0.624 0.619 (0.549) 0.591 (0.391) 0.622 (0.321)

For task 3, the development set was generated after a random undersampling of the
majority class. We set the class imbalance to ratio 1:3 between the minority and the
majority class. As shown in Table 6.2, the best deep learning model for task 1 was
CNN and BiLSTM for task 3.

In our experiments, the NBSVM model uses logarithmic count ratios over character
n-grams ranging from 1 to 5 characters as features. In the deep learning models, we
used pre-trained fastText word embedding 1. We train the SVM model using the
RBF kernel.

For the deep learning models, we use the binary cross-entropy loss function as the
objective function. To optimize the loss function, we use the ADAM optimizer with
a learning rate of 0.001. We run the models for 100 epochs with earlystopping and
dropout with a probability of 0.2 to avoid overfitting.

6.4 Results

Table 6.3 shows the performance of our systems on the evaluation data for task 1.
The NBSVM model achieved the best recall (0.899) and F1 (0.910). These scores are
above average. The mean values for precision, recall, and F1 scores on the leaderboard
for the competition are 0.8904, 0.872, and 0.880 respectively. The CNN model slightly
outperforms the NBSVM by 0.002 in terms of the precision score. For task 3, Table
6.4 shows that our BiLSTM+SVM model performs best out of our submissions by

1https://s3-us-west-1.amazonaws.com/fasttext-vectors/wiki.en.zip
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Table 6.3: Scores on the Evaluation Data for Task 1 (P-Precision; R-Recall; F-F1
measure)

System P R F
NBSVM 0.920 0.899 0.910
CNN 0.922 0.786 0.848

CNN+SVM 0.909 0.803 0.853

Table 6.4: Scores on the Evaluation Data for Task 3 (P-Precision for the ADR class;
R-Recall for the ADR class; F-F1 measure for the ADR class)

System P R F
NBSVM 0.258 0.795 0.390
BiLSTM 0.293 0.586 0.390

BiLSTM+SVM 0.314 0.529 0.394

obtaining the best precision (0.314) and F1 (0.394) scores for the ADR class. The
NBSVM model obtains a better recall for the ADR class (0.795). The difference in
recall scores obtained by the models suggests that an ensemble of classifiers could
lead to a better F1 score.

6.5 Conclusion

In this chapter, we developed three classifiers for tasks 1 and 3 on the SMM4H shared
tasks with NBSVM, deep learning models (CNN, LSTM, and BiLSTM), and the
comboination of a deep learning model and SVM. For task 1, our best submission is
with the NBSVM. The BiLSTM+SVM model received our best F1 score for the ADR
class in task 3. The NBSVM model performed better in terms of recall in task 3.

In the future, we would like to explore the use of informed sampling techniques to
deal with class imbalance. Furthermore, we would like to investigate the enrichment
of the training data with semantic and conceptual domain-specific knowledge that
could provide relevant priors for the classifiers.
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Chapter Seven

Comparison of Word Embeddings for
the Detection of Adverse Drug
Reaction in Social Media Messages

7.1 Introduction

The goal of the social media mining for health care applications competition is to
provide a benchmark for validating and comparing methods for healthcare applications
using data from social media (Weissenbacher et al., 2019). Task 1 focuses on identifying
adverse drug reaction as a drug-related outcome. For this task, successful systems
are expected to distinguish between tweets that report side effects and tweets that
do not. The evaluation metric is the F1 score. This task requires that a drug’s
adverse effect be distinguished from a similar and usually confusing expression of a
drug’s indication. The former is usually associated with the use of the drug, while
the latter is a specification of the reason for using a drug. In addition, the task of
detecting mention of an adverse reaction to a drug is a highly unbalanced binary
classification. About 1% of the training set are positive examples and about 99%
are negative examples. Our approach is based on the combination of three different
types of word embedding representations, namely: character (Lample et al., 2016),
non-contextual(Glove pre-trained on Twitter data) (Pennington et al., 2014b), and
contextual(BERT) (Devlin et al., 2019).
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In the next section, we provide details of our model and training set-up. Section
3 shows the results of our experiments, while we conclude and indicate possible
directions for future work in Section 4.

7.2 Model and Experimental Set-Up

We hypothesize that the different types of embeddings capture diverse relationships
and their combination could help in the identification of adverse drug reaction in
tweets. In our experiments, word representations differ along two dimensions: whether
they are pre-trained (Glove and Bert) or not (character embedding) and whether they
are contextual (Bert) or otherwise (Glove and Character embeddings). We briefly
describe each of them:

• Character embedding: this is a 50 dimensional representation of the characters
in a word (they are combined to form a word embedding). This representation
is learnt while training the model. It is based on a bidirectional LSTM. The
advantage of the character-based representation for social media text is that
it eliminates the problem of out-of-vocabulary words resulting from noise in
the form of misspellings and abbreviations in word-based representations such
as Glove. In addition, this representation is task and domain specific for the
training set.

• Glove (twitter) - is a 100-dimensional representation pre-trained on a large
Twitter corpus. We expect this embedding to reflect the language of Twitter
users. However, the embedding is not contextual-dependent: a word has the
same representation even though it appears in the company of other words.

• BERT (en, base-uncased) - is a contextual word representation for a general
domain, here the representation of a word is determined by other words in its
context (sentence). The base-uncased BERT model yields a word embedding
of dimension 768. With this representation, several state-of-the-art results
have been achieved on NLP tasks. However, to our knowledge, its successful
application to texts in the social media domain is limited.
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To take advantage of some of the above representations, we concatenated these
representations for words in a tweet. This combination has a dimension of 918. A
linear layer then projects this representation to a dimension of 256. This projection is
meant to serve as a distillation and/or fine-tuning step. The resulting representation
is fed into an LSTM layer with a hidden size of 512 to sequentially model a tweet.
Finally, a dense layer is used as a classifier.

The model was trained for 100 epochs with a learning rate annealing factor of
0.5, using SGD as the optimizer and a batch size of 8. We used a ratio of 80:20

Table 7.1: Details of the Data

No. of Examples
train 24202
dev 6051
test 4575

between training and development splits. Table 7.1 shows the number of training,
validation, and evaluation examples used in our experiment. Weissenbacher et al.,
(2019) contains details on the collection and annotation of the dataset. Based on the
validation split, a model with the best F1 score during training is saved as the best
model. Using the best model, we made predictions for the evaluation examples as
our first submission (sub1 in Table 7.2). Our second submission (sub2 in Table 7.2)
was based on the model at the 100th epoch or the last epoch, as training is stopped
if learning rate becomes too small. Our experiments were conducted using the Flair
framework (Akbik et al., 2018).

7.3 Results

Table 7.3 shows the results obtained on the evaluation split. We achieved our best
performance with the final model, an F1 of 0.5209. This result is higher than the
average score of all participants on the task with average F1, precision, and recall of
0.5019, 0.5351, 0.5054 respectively (Weissenbacher et al., 2019). Table 7.3 shows the
results obtained from our ablation experiments with respect to the contributions of
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the different embedding representations and the distillation/fine-tuning step. The
F1 scores shown are based on the model that obtained the best F1 score on the
validation set during training. One can observe a slight decrease in performance
(0.0045) when we did not use the fine-tuning layer. This suggests that either the fine-
tuning layer is detrimental to performance or that the size of the resulting fine-tuned
representation is an important parameter to tune with our approach. We evaluate the
contribution of the three embedding representations to performance by removing each
one after the other from the model and maintaining our fine-tuning strategy. When
the representation of words with character embedding word is removed, we observe a
decrease in performance of 0.0238. When the BERT representation is removed, the
performance improves by 0.0025. Without the incorporation of the Glove embedding,
the performance increases by 0.0005. The results are consistent with our perceived
advantages and disadvantages of the three embedding representations. Character
embedding contributes the most to the performance of the model. In particular, the
removal of BERT and Glove leads to an improvement in performance. This can be
attributed to the out-of-vocabulary problem with Glove and the domain mismatch in
the case of BERT.

Table 7.2: Performance on the Test Set

P R F1
sub1 0.6145 0.4457 0.5167
sub2 0.6203 0.4489 0.5209

Table 7.3: Ablation Study on the Validation Split

Model F1
emb comb w/ fine tuning 0.9015
emb comb w/o fine tuning 0.9060

emb comb w/ fine tuning w/o character 0.8777
emb comb w/ fine tuning w/o Glove 0.9020
emb comb w/ fine tuning w/o BERT 0.9040
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7.4 Conclusion

Our focus in this chapter is on identifying reports of adverse drug reactions in
microblogs, tweets. We conducted experiments with the datasets provided for the
2019 edition of the social media mining for healthcare application shared tasks.
Our approach is based on the combination of three different types of embedding
representations and a fine-tuning strategy. Using this approach, we made two
submissions using a model that achieved the best F1 score on the validation data
and with a model trained till the last possible epoch. The latter performed better.
Through ablation experiments, we observed that, contrary to our expectation, our
fine-tuning strategy leads to a slight decrease in performance . Moreover, the different
word representations contribute to different degrees. The character embedding
representation makes the largest contribution, without it the performance of the
model decreases while there is a marginal improvement in performance when the
Glove and BERT representation are removed from the model.

As follow-up work, we would like to investigate other fine-tuning or distillation
approaches as well as hyperparameter optimization of the size of the fine-tuning layer.
It is also interesting to investigate the impact of normalizing tweets and identifying
expressions of drug usage as an auxiliary task.
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Chapter Eight

Automatic Prediction of the
Assessment Dimensions of Human
Behavior

Language allows us to express the evaluation of people, actions, events, and things.
This manifests itself as emotion and assessment of human behaviour and artefacts.
The study of evaluative language has benefited from efforts in several disciplines
such as linguistics, philosophy, psychology, cognitive science and computer science
(Benamara et al., 2017). In linguistics, the appraisal framework of Martin and White,
(2003) provides a detailed classification scheme for understanding how evaluation is
expressed and implied in language. In computer science, affective computing studies
evaluative language under the umbrella term of sentiment analysis with common
tasks related to polarity detection and classification, emotion recognition, and aspect-
based sentiment analysis, among others. Sentiment analysis has benefited from the
availability of user-generated content on online platforms.

The appraisal theory proposed by Martin and White, (ibid.) has three categories
of evaluative text: affect, judgement, and appreciation. These categories respectively
model opinions in terms of emotions, norms, and aesthetics. Utterances are seen
as an indication of a positive (“praising”) or negative (“blaming”) attitude towards
a particular object (person, thing, action, situation, or event). The dimensions of
judgement are normality, capacity, tenacity, veracity, and propriety. Each of the
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dimensions represents an answer to the following corresponding questions:

• Normality: How special?

• Tenacity: How dependable?

• Capacity: How capable?

• Veracity: How honest?

• Propriety: How far beyond reproach?

The corpus used in this chapter is annotated with the above judgement dimensions.
Taboada and Grieve, (2004) automatically categorized appraisal into affect,

judgement, and appreciation using a lexical approach that groups adjectives based
on their semantic orientation. Benamara et al., (2017) examined linguistic and
computational approaches to the study of evaluative text. Their analysis suggested
that appraisal is a richer and more detailed task amenable to computational approaches
depending on availability of data. They envision that appraisal analysis can contribute
to advances in affective computing. Recently, Hofmann et al., (2020) has shown that
the dimensions of appraisal can improve the detection of emotion in text. A similar
observation was made by Whitelaw et al., (2005) who found appraisal phrases to be
useful features for sentiment analysis.

This chapter explores the capabilities of machine learning models to predict
dimensions of human judgement expressed in short texts (tweets) using the dataset of
the ALTA-2020 shared task on assessing human behaviour (Mollá, 2020). The aim of
the task is to advance computational techniques for analysing evaluative language.

Table 8.1: Frequency of each label in the training set as a fraction of the total number
of examples.

Label Normality Capacity Tenacity Veracity Propriety
Proportion 0.11 0.16 0.11 0.015 0.18

The use of neural networks has significantly improved performance on NLP
tasks. However, neural networks require a large amount of labeled data. In contrast,
traditional machine learning models such as NBSVM are competitive in domains
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with small amount of data (Aroyehun and Gelbukh, 2018; S. Wang and Manning,
2012). The recently introduced contextual representation learning models (Devlin
et al., 2019; Peters et al., 2018) are pre-trained with language modeling objective
on a large and diverse text collection. The learned representation can be applied
to downstream tasks through fine tuning (Howard and Ruder, 2018b). We consider
the effectiveness of using NBSVM and fine tuning a Roberta-large model (Liu et al.,
2019) to predict the dimensions of judgement short texts.

8.1 Methodology

Task. The task is to predict one or more judgement dimensions expressed in a given
text. This is a multi-label classification problem where the labels consist of the five
judgement dimensions.

Data. We use the data provided for the ALTA-2020 shared task (Mollá, 2020).
There are 198 tweets in the training set. Each example is labeled with the presence
or absence of each judgement dimension described in Section ??. Table 8.1 shows the
proportion of each label in the training set. The proportion of each label ranges from
2% to 18%. The test set consists of 100 examples. Approximately 50% of the test
set is used for the public leaderboard while the remainder is reserved for the private
leaderboard on the Kaggle1 In-class platform.

The private leaderboard is used for the final ranking, while the public leaderboard
is used by participants to evaluate their models. In our experiment using the Roberta-
large model, we created a validation split by randomly sampling 10% of the examples
from the training set.

Data Pre-processing. We clean the text of each tweet by removing punctuation
marks, digits, and repeated characters. We normalize URLS and usernames (tokens
that starts with the @ symbol). Hashtags are converted to their constituent word(s)
after removing the # symbol.

1https://www.kaggle.com/
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NBSVM. S. Wang and Manning, (2012) proposed a support vector machine (SVM)
model that uses the naive bayes logarithmic count ratio as features. NBSVM is a
strong linear model for text classification. In our implementation we use the logistic
regression classifier instead of the SVM. The features are based on n-grams of words
(unigrams and bigrams). We experiment with and without the data pre-processing
step. In the multi-label classification setting, we train a binary classifier per label
with the same classifier settings.

Roberta-large. An optimized BERT (Devlin et al., 2019) model trained longer and
with a larger and more diverse text collection of 160GB. In addition, the pre-training
tasks did not include the prediction of the next sentence and the tokenizer is based
on the byte-pair encoding model(Liu et al., 2019). We fine tune the model on the
data provided for the ALTA 2020 shared task without the step of data pre-processing
. We used the simpletransformers library 2 for implementation. The classifier is a
linear layer with a sigmoid activation function. The hyperparameters are: maximum
learning rate of 4e− 5, maximum number of epochs is 20 with early stopping on the
validation loss using patience of 3, batch size of 64, model parameters are optimized
by AdamW with a linear schedule and a warm-up steps of 4. We set the maximum
sequence length to 128.

Table 8.2: Mean F1 score on the public and private test sets. Average is the unweighted
mean of the scores on the private and public leaderboards as they are approximately
50% each of the test set.

Method Public leaderboard Private leaderboard Average
NBSVM 0.1600 0.0000 0.0800

NBSVM w/ prep. 0.1600 0.0000 0.0800
Roberta-large 0.1167 0.0667 0.0917

Roberta-large w/ threshold 0.1429 0.1547 0.1488

Prediction threshold. Lipton et al., (2014) studied the difficulty of associating the
maximum achievable F1 score with the decision thresholds for predicting conditional

2https://simpletransformers.ai/
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probabilities. They observed that the predictions chosen to maximize the F1 score are
a function of the conditional probability assigned to the example and the conditional
probability distribution of the other examples. Based on this observation, we choose a
decision threshold for each label to track the distribution of conditional probabilities
on the validation set without referring to the gold labels to avoid overfitting. The
default decision threshold is 0.5 and we find that the conditional probabilities are
much smaller. We apply this heuristic to the model output of the Roberta-large
model. Specifically, we set 0.2 as the decision threshold of the capacity label, and set
0.1 as the decision threshold of the remaining labels.

8.2 Results

Table 8.2 shows the results obtained on the test set, divided into two equal halves for
the public and private leaderboards. Using the NBSVM model, we achieved the best
score of 0.16 on the public leaderboard. The application of the data pre-processing step
did not affect the performance of the NBSVM model, possibly because the removed
tokens are not the relevant lexical units for the task. Based on this observation, we
did not apply the pre-processing step to experiments using the Roberta-large model.
The Roberta-large model achieved a relatively low score on the public leaderboard and
performed better on the other half of the test set, as shown by the scores on the private
leaderboard. Due to the decision thresholding on the output of the Roberta-large
model, the performance has seen significant improvement. With this approach, we
achieved the best overall score on the ALTA-2020 competition leaderboard.

8.3 Conclusion

We address the task of automatically predicting judgement dimensions using the
data and leaderboards provided for the ALTA-2020 shared task. We evaluated the
performance of a strong linear classifier, NBSVM with n-grams as features, and a
recent pre-trained language model, Roberta-large. We observed that the NBSVM
achieved our best results on the public leaderboard, but the performance degrades
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on the private test set. Hence, it did not generalize well. The Roberta-large model
with the decision thresholding strategy showed consistent performance on the public
and private leaderboards. Using this model, we achieved the best overall score on the
leaderboard.

Although we have achieved better performance using the Roberta-large model,
we believe that the statistical power (Card et al., 2020) of the test set is limited
due to the small sample size (100 examples). Therefore, it is difficult to distinguish
accidental performance improvement from substantial model advantage. We hope to
test our method on a larger test set to check the robustness of our method.
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Chapter Nine

Conclusion and Future Work

This thesis studied the application of deep learning to social media mining with a
focus on the tasks of identification of objectionable content, pharmacovigilance, and
the prediction of appraisal judgement dimensions. Chapter 3 explores using label
information to improve text classification in the patent domain. We apply this insight
also in Chapter 5. Chapter 4 introduces an improved classification model for the
detection of objectionable content using a combination of data augmentation and
pseudo labeling. This approach achieved the best performance on this task without the
need for manual feature engineering. Evaluation on a test dataset from another social
media platform shows a drop in performance. Building on the advances in pre-trained
multilingual language models, Chapter 5 proposes a competitive all-in-one model for
the detection of offensive content in multiple languages using a single model. This
approach tradeoffs performance for efficiency in comparison to monolingual approaches.
Chapter 6 explores a two-step approach to the identification of relevant social media
posts and messages mentioning adverse drug reactions by using a deep learning model
as feature extractor and feeding same to a standard machine learning model in a non-
end-to-end fashion. The results indicate improved performance, though there is still
a lot of room for improvement. Chapter 7 introduces analyses of the combination of
heterogeneous word embedding for the identification of posts mentioning adverse drug
reactions. The results reveal that the combination of contextual and non-contextual
word representations provides performance improvement. Chapter 8 presents a state-
of-the-art model for the identification of appraisal judgement dimensions using a
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recent language model representation with decision thresholding.
For future work, we envision two pertinent direction. The first is the relaxation of

the data requirements for the supervised models. This can vary from using unlabeled
data as in unsupervised learning or learning with very few examples as in few-shot
learning. The requirement of large labeled data is a limitation of the current work.
Such labeled data are expensive to create. In addition, this requirement hampers the
adaptation of the proposed models to new domains. The second avenue deals with
multitask learning where several tasks can be jointly learned together. For example,
the task of identifying posts containing drug name(s) and those mentioning adverse
drug reactions can be learned together as they appear to be related. In addition,
the all-in-one-model for identification of objectionable content can be trained using
multitask learning framework rather than the data combination approach used in the
present work.
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